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In the appendix of [1], the following lemma was formulated.11

Lemma A.1. Let p1(λ), . . . , pk(λ) be complex polynomials such that their greatest com-12

mon divisor q(λ) = gcd(p1(λ), . . . , pk(λ)) has simple roots. Then there exists a generic13

set Ω ⊆ Ck such that for all s = (s1, . . . , sk) ∈ Ω the polynomial s1 p1(λ) + · · · + sk pk(λ)14

has only simple roots.15

In the proof given in [1], the argument only works for the particular case k = 2. Below,16

we present a corrected proof. Case 1) mainly follows the lines from the original proof, but17

is adapted to the special case k = 2, while the proof of Case 2) is new.18

Proof. First we note that the polynomial p̃(λ) := s1 p1(λ) + · · · + sk pk(λ) has simple19

roots if and only if the determinant of the Sylvester matrix S
(
p̃(λ), p̃ ′(λ)

)
of p̃(λ) and20

its derivative p̃ ′(λ) is nonzero. Since this determinant is a polynomial in the variables21

s1, . . . , sk it remains to show that detS
(
p̃(λ), p̃ ′(λ)

)
is not the zero polynomial and to22

this end it is sufficient to find one example s = (s1, . . . , sk) such that the roots of the23

polynomial p̃(λ) are simple.24

Let pi(λ) = q(λ)hi(λ) for i = 1, . . . , k, where gcd
(
h1(λ), . . . , hk(λ)

)
= 1, and let25

η1, . . . , ηℓ ∈ C be the roots of q(λ) that are simple by assumption.26

Case 1) : k = 2.27

If h1(λ) and h2(λ) are both constant polynomials, then p1(λ) and p2(λ) are both28

multiples of q(λ) and hence for any s = (s1, s2) ∈ C2 such that s1 h1(λ) + s2 h2(λ) ̸= 029

the roots of s1 p1(λ) + s2 p2(λ) are η1, . . . , ηℓ and thus simple. Thus, in the following we30

may assume that one of the polynomials h1(λ) and h2(λ) is not constant, without loss of31

generality let this be the case for h1(λ).32
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Suppose that ξ is a multiple zero of s1 h1(λ) + s2 h2(λ) for some s = (s1, s2) ∈ C2.33

Then we have s1 h1(ξ) + s2 h2(ξ) = 0 and s1 h
′
1(ξ) + s2 h

′
2(ξ) = 0. It follows that s is in34

the kernel of the matrix H(ξ), where35

H(λ) :=

[
h1(λ) h2(λ)
h′
1(λ) h′

2(λ)

]
is defined as a 2 × 2 polynomial matrix and it does not depend on s. We know that36 (
h1(ξ), h2(ξ)

)
̸= (0, 0) for each ξ ∈ C because gcd

(
h1(λ), h2(λ)

)
= 1, so rank

(
H(ξ)

)
≥ 137

for all ξ ∈ C.38

Let us show that nrank
(
H(λ)

)
= 2. To this end, consider the polynomial39

d(λ) := h1(λ)h
′
2(λ)− h′

1(λ)h2(λ).

Suppose that d(λ) is identically zero. This implies that h1(λ)h
′
2(λ) = h′

1(λ)h2(λ). But40

then it follows from gcd
(
h1(λ), h2(λ)

)
= 1 that h1(λ) divides its derivative h′

1(λ), which41

is not possible, since the degree of h1(λ) is at least one. Therefore d(λ) is not identically42

zero and this shows that nrank
(
H(λ)

)
= 2.43

Then there are only finitely many values ξ1, . . . , ξr such that rank
(
H(ξi)

)
= 1 for44

i = 1, . . . , r. Now consider the r + ℓ lines s1 h1(ξi) + s2 h2(ξi) = 0, i = 1, . . . , r, and45

s1 h1(ηj) + s2 h2(ηj) = 0, j = 1, . . . , ℓ, in C2. If s is not on any of these lines, the roots46

of s1 h1(λ) + s2 h2(λ) are simple and different from η1, . . . , ηℓ. But then also the roots of47

s1 p1(λ) + s2 p2(λ) are simple. This proves the claim for the case k = 2.48

Case 2) : k > 2. Let ζ1, . . . , ζm ∈ C be the roots of hk(λ). Consider the polynomial49

matrix50

H̃(λ) =
[
h1(λ) . . . hk−1(λ)

]
Since gcd

(
h1(λ), . . . , hk(λ)

)
= 1 it follows that H̃(ζi) ̸= 0 for i = 1, . . . ,m. Thus, if51

t = (t1, . . . , tk−1) is not from any of the m hyperplanes Ker H̃(ζi) for i = 1, . . . ,m, it52

follows that h̃(λ) := t1 h1(λ) + · · ·+ tk−1 hk−1(λ) has no roots in common with hk(λ), or,53

in other words, gcd
(
h̃(λ), hk(λ)

)
= 1. But then we can apply Case 1) to find a linear54

combination of s1 h̃(λ)+s2 hk(λ) that has only simple roots that are distinct from the roots55

of q(λ). Then we conclude that also the roots of s1 t1 p1(λ)+ · · ·+s1 tk−1 pk−1(λ)+s2 pk(λ)56

are simple. □57
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