
FINITE THREE DIMENSIONAL PARTIAL ORDERSWHICH ARE NOT SPHERE ORDERSSTEFAN FELSNER, PETER C. FISHBURN, AND WILLIAM T. TROTTERAbstract. Given a partially ordered set P = (X;P ), a function F which as-signs to each x 2 X a set F (x) so that x � y in P if and only if F (x) � F (y)is called an inclusion representation. Every poset has such a representation,so it is natural to consider restrictions on the nature of the images of thefunction F . In this paper, we consider inclusion representations assigning toeach x 2 X a sphere in Rd, d-dimensional Euclidean space. Posets which havesuch representations are called sphere orders. When d = 1, a sphere is just aninterval from R, and the class of �nite posets which have an inclusion repre-sentation using intervals from R consists of those posets which have dimensionat most two. But when d � 2, some posets of arbitrarily large dimension haveinclusion representations using spheres in Rd. However, using a theorem ofAlon and Scheinerman, we know that not all posets of dimension d + 2 haveinclusion representations using spheres in Rd. In 1984, Fishburn and Trotterasked whether every �nite 3-dimensional poset has an inclusion representationusing spheres (circles) in R2. In 1989, Brightwell and Winkler asked whetherevery �nite poset is a sphere order and suggested that the answer was nega-tive. In this paper, we settle both questions by showing that there exists a�nite 3-dimensional poset which is not a sphere order. The argument requiresa new generalization of the Product Ramsey Theorem which we hope will beof independent interest. 1. IntroductionGiven a partially ordered set (poset) P = (X;P ), a function F which assigns toeach x 2 X a set F (x) is called an inclusion representation of P if x � y in P ifand only if F (x) � F (y). Every poset has such a representation. For example, justtake F (x) = fy 2 X : y � x in Pg. In recent years, there has been considerableinterest in inclusion representations where the images of the function F are requiredto be geometric objects of a particular type, with attention focused on circles andspheres. We refer the reader to [8] for a summary of results in this area and anextensive bibliography.As is well known, the �nite posets of dimension at most two are just those whichhave inclusion representations using closed intervals of the real line R. Becausea closed interval of R can also be considered as a sphere in R1 , it is natural toask which posets have inclusion representations using circular disks in R2 . Forhistorical reasons, these posets are called circle orders. Fishburn [5] showed thatDate: May 8, 1998.1991 Mathematics Subject Classi�cation. 06A07, 05C35.Key words and phrases. Partially ordered set, Ramsey theory, sphere order, circle order.The research of the third author is supported in part by the O�ce of Naval Research and theDeutsche Forschungsgemeinschaft. 1



2 S. FELSNER, P. C. FISHBURN, AND W. T. TROTTERall interval orders are circle orders. Also, the so called standard examples of n-dimensional posets, the posets consisting of all 1-element and (n�1)-element subsetsof f1; 2; : : : ; ng, ordered by inclusion, are circle orders. So among the circle ordersare some posets of arbitrarily large dimension.Call a poset P a sphere order if there is some d � 1 for which it has an inclusionrepresentation using spheres in Rd . Using the \degrees of freedom" theorem of Alonand Scheinerman [1], it follows that not all posets of dimension d+2 have inclusionrepresentations using spheres in Rd . In particular, when d = 2, we conclude thatthere are 4-dimensional posets which are not circle orders. In this case, an explicitexample can be given, as Sidney et al. [23] have shown that the 4-dimensional posetconsisting of the 14 proper nonempty subsets of f1; 2; 3; 4g ordered by inclusion isnot a circle order.In [22], Scheinerman and Wierman used a very nice Ramsey theoretic argumentto show that the countably in�nite 3-dimensional poset Z3 is not a circle order.They also noted that f1; 2; : : : ; ng � f1; 2; : : : ; ng � N is not a circle order when nis su�ciently large. In [4], El-Zahar and Fateen show that the three dimensionalposet 43 is a circle order, a result which is harder than it may at �rst appear.Additional contributions along this line appear in Hurlbert [12], Lin [14] and Fon-Der-Flaass [10]. The last of these proves that f1; 2g � f1; 2; 3g� N is not a sphereorder.These results leave open the following question:Question 1. Is every �nite 3-dimensional poset a circle order?This question was raised by Fishburn and Trotter at the Ban� meeting on orderedsets in 1984 but has also been posed by other researchers. Although the resultsin the preceding paragraph suggest that the answer is negative, some evidencesupports a positive answer. As shown in [25], for every �nite 3-dimensional posetP and every integer n � 3, P has an inclusion representation using regular n-gonsin the plane. So it is natural to surmise that as n!1, we may be able to pass toa limit and obtain the desired inclusion representation using circles.Some of the motivation for questions involving inclusion representations forposets comes from the parallel concept of intersection graphs. For example, Mae-hara [15] showed that for every �nite graph G = (V;E), there is some d � 1 sothat G is the intersection graph of a family of spheres in Rd . The correspondingquestion for posets was posed independently by Brightwell and Winkler [3] and byMeyer [16]. Brightwell and Winkler also conjectured that the answer is negative.Question 2. Is every �nite poset a sphere order?This paper settles Question 1 and Question 2 with the following result.Theorem 1.1. There exists a �nite 3-dimensional poset which is not a sphere or-der.Inclusion representations that use circles and spheres have other applications andhave been studied for a variety of reasons. For example, Scheinerman [19] provedthat a graphG = (V;E) is planar if and only if the poset formed by its vertices andedges, ordered by inclusion, is a circle order. Knight [13] has studied representationproblems using non-standard analysis, while Meyer [16], [17], [18] and Brightwelland Gregory [2] have investigated the modeling of time and space with spheres, anapproach of interest to physicists.



POSETS WHICH ARE NOT SPHERE ORDERS 3Additional information on circle and sphere orders appears in Scheinerman [20],[21], while more general geometric objects are considered in Fishburn and Trot-ter [7], Sidney et al. [23], Tanenbaum [24], Urrutia [28] and other papers cited inFishburn and Trotter [8].The remainder of the paper is organized as follows. Section 2 provides basicnotation and terminology. Section 3 outlines the proof. Section 4 gathers importantRamsey theoretic tools essential to our argument, tools which we feel will haveapplications beyond this paper. Section 5 includes some elementary but technicalresults. In Sections 6{11, we present the proof of Theorem 1.1. Section 12 discussesrelated problems and research directions.2. Notation and TerminologyAlthough we are concerned primarily with �nite posets, we will use the lettersR, Z and N to denote respectively the set of real numbers, the set of integers andthe set of positive integers. Also let R0 denote the set of all positive real numbers.For positive integers n and t, let n denote the chain 0 < 1 < � � � < n� 1, and let ntdenote the cartesian product of t copies of n, so that (i1; i2; : : : ; it) � (j1; j2; : : : ; jt)in nt if ik � jk in n for k = 1; 2; : : : ; t.Given a poset P = (X;P ), recall that the the minimum cardinality of a familyof linear extensions of P whose intersection is P is called the dimension of P and isdenoted by dim(P). We refer the reader to [25] for additional background materialon the subject of dimension for partially ordered sets and to [26] and [27] for morediscussion of connections between graphs and posets. Here we will need only a fewbasic facts from dimension theory. The most important of these is that a �niteposet has dimension at most t if and only if there is an integer n for which it isisomorphic to a subposet of nt. Hence, to prove Theorem 1.1, it then su�ces toestablish the following result.Theorem 2.1. There exists an integer n0 so that if n � n0, the �nite 3-dimensionalposet n3 is not a sphere order.Given a partial order P on a set X , the dual of P , denoted by P d, is the partialorder on X de�ned by x < y in P d if and only if x > y in P . If P = (X;P ),we denote the poset (X;P d) by Pd and refer to it as the dual of P. As is wellknown, dim(P) = dim(Pd) for every poset P. A poset is said to be self dual if it isisomorphic to its dual. Note that if P is a product of chains, then it is self-dual.For positive integers n, d and t, we consider inclusion representations of theposet nt using spheres from Rd . We use the letters u, v, w, x, y, z, B and Tto denote elements of nt. For example, the coordinates of x for t = 3 would be�x(1); x(2); x(3)�. Also, we write, for example, x = (5; 4; 7) to indicate the elementin n3 with x(1) = 5, x(2) = 4 and x(3) = 7.Given an inclusion representation F of n3, using spheres in Rd , the center of thesphere F (x) will be denoted by c(x). We never refer explicitly to the coordinatesof c(x), as we wish to emphasize that our argument is independent of the value ofd. Also, we let r(x) denote the radius of the sphere F (x).We will use the symbol s (with various subscripts) to denote points in Rd whichmay or may not be centers of spheres in our representation. We denote the Eu-clidean distance between points s1 and s2 from Rd by �(s1; s2). When x and y arepoints in n3, we abbreviate ��c(x); c(y)� by �(x; y). Accordingly, the inclusion rule
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s3Figure 1may be stated as follows:x � y in n3 if and only if r(y)� r(x) � �(x; y):(1)In other words, one sphere is contained in another when the di�erence in theirradii is at least as large as the distance between the centers. Technically speaking,we should write �F (x; y) because the distance between c(x) and c(y) depends onF . However, in our proof, once an inclusion representation F is determined, wemake at most two modi�cations to the representation, and both leave the distancebetween centers invariant.Given two points s1 and s2 in Rd , let L(s1; s2) denote the line they determine.The line L�c(x); c(y)� will be abbreviated by L(x; y).Given three non-collinear points s1, s2 and s3, let �(s1; s2; s3) denote the angleat s1 determined by L(s1; s2) and L(s1; s3). Also let 
(s1; s2; s3) denote the angleformed at s3 by L(s1; s3) and L(s2; s3). Then let p(s1; s2; s3) denote the uniquepoint on L(s1; s3) which is closest to s2, and let h(s1; s2; s3) = ��s2; p(s1; s2; s3)�(see Figure 1). As usual, when discussing centers, we will just write �(x; y; z),
(x; y; z), p(x; y; z) and h(x; y; z).The proof of our main theorem uses a sequence of \large constants" which wede�ne inductively by setting N0 = 106 and Ni+1 = 106Ni for i � 0. The purposeof these constants is to control the magnitude of errors used in approximations.For example if we know that e1, e2, e3 and e4 are positive numbers with e1 <(1+1=Ni+1)e2 and e3 < (1+1=Ni+1)e4 for some i � 0, then e1e3 < (1+1=Ni)e2e4.In other words, the accuracy of various estimates will deteriorate as we combineexpressions, but we will need to control the degree to which this occurs. In almostall cases, such inequalities will be quite generous.In the closing stages of the argument, we will use the following \shorthand"notation:When e1 and e2 are positive quantities, and we write e1 << e2, it will always bethe case that Nie1 < e2 for some i > 0. Also, when we write e1 . e2, it will alwaysbe the case that e1 < e2(1 + 1=Ni) for some i > 0. The notation e2 >> e1 is justan alternative for e1 << e2, while e2 & e1 means the same as e1 . e2. Similarly,when we write e1 � e2, it will always be the case that e1 < e2(1 + 1=Ni) ande2 < e1(1 + 1=Ni) for some i > 0. In such cases, we may also write e1 . e2 . e1.Important Note. The notations e1 << e2, e1 . e2 and e1 � e2 are just shorthandand are not intended as formal de�nitions. For example, there is no speci�c valueof M so that we write e1 << e2 if and only if Me1 < e2. Instead, when we write



POSETS WHICH ARE NOT SPHERE ORDERS 5e1 << e2, it is intended to remind us that at some point earlier in the argument,we have determined that there is some i > 0 for which Nie1 < e2. Whenever theseshorthand notations are used, the actual inequalities will be enough to justify theapplication of the \transitive law," at least when combining statements a boundednumber of times. For example, whenever we write e1 . e2 and e2 . e3, the preciseinequalities will be su�ciently strong that we are just�ed in writing e1 . e3. Inthe same spirit, when we write e1 . e2 and e3 . e4, the precise inequalities will besu�ciently generous that we could also write e1 + e3 . e2 + e4 and e1e3 . e2e4.When arguing to a contradiction using quantities compared with this shorthandnotation, we must be careful to avoid such traps as believing thate1 < e2 . e3 < e4 < e5 < e1results in a contradiction, because it only leads to the conclusion that the �vequantities are approximately the same. So to obtain a contradiction, we will alwaysshow (at least) something likee1 . e2 and 2e2 . e1:3. Outline of the ProofThe basic idea of the proof is straightforward. We will assume that we have aninclusion representation of n3 using spheres in Rd and argue to a contradiction|provided n is su�ciently large. The issue as to how large n must be in order toreach this contradiction will be independent of the value of d.After applying Ramsey theoretic results to uniformize the spheres in our repre-sentation, we will be able to assume that the centers of the spheres lie very closeto a line which passes through the center c(B) of the bottom point B = (0; 0; 0).Each sphere will have as its radius a value which is almost exactly the same as thedistance from its center to c(B). Given any two points x; y 2 n3, both distinct fromB, the center of one will be much closer to c(B).For distinct points x and y from n3, we de�negap(x; y) = r(y)� r(x) � �(x; y):When x < y, gap(x; y) > 0, and when x is incomparable to y, gap(x; y) < 0.However, as a consequence of our Ramsey theoretic arguments, �(x; y), jr(y)�r(x)jand maxfr(x); r(y)g will all be approximately equal, so we will need to pay carefulattention to the magnitude of the error terms.For three distinct points x, y and z, let�(x; y; z) = �(x; y) + �(y; z)� �(x; z):Clearly, �(x; y; z) � 0, and �(x; y; z) > 0 when the centers are not collinear.The proof of our main theorem focuses on a 2-element chain x < z and thequantity gap(x; z). We will obtain upper bounds on gap(x; z) by considering apoint incomparable to both x and z. For example, suppose v is such a point. Thenr(z)� r(x) = �r(v) � r(x)� + �r(z)� r(v)� < �(x; v) + �(v; z);so that gap(x; z) < �(x; v; z):Since this bound holds for any point incomparable to both x and z, we may considerseveral candidate points and take the best bound they produce.



6 S. FELSNER, P. C. FISHBURN, AND W. T. TROTTERTo obtain a lower bound, we consider an integer k and a chain C of 2k+1 pointshaving x as its bottom element and z as its top element. Let C = fx = u1 < u2 <� � � < u2k+1 = zg be such a chain. Thenr(z)� r(x) = r(u2k+1)� r(u1)= 2kXi=1�r(ui+1)� r(ui)�> 2kXi=1 �(ui+1; ui)= kXi=1��(u2i+1; u2i�1) + �(u2i�1; u2i; u2i+1)�� �(u1; u2k+1) + kXi=1�(u2i�1; u2i; u2i+1):= �(x; z) + kXi=1 �(u2i�1; u2i; u2i+1):Setting �(x;C; z) = kXi=1 �(u2i�1; u2i; u2i+1);we conclude that gap(x; z) > �(x;C; z):In all cases, we will obtain a contradiction by carefully choosing a point v, with vincomparable to both x and z, and a chain C having x and z as its bottom and topelements so that �(x; v; z) < �(x;C; z):The chain C will often consist of x, z and one intermediate point, but there arecases that need several intermediate points.Although our argument depends heavily on Ramsey theory to assure that therepresentation is suitably regular, we must avoid any dependence on the dimensionof the space from which the spheres in the representation are taken.4. Extensions of The Product Ramsey TheoremGiven a �nite set S and an integer k with 0 � k � jSj, we denote the set of allk-element subsets of S by �Sk�. Given integers t and k and �nite sets S1; S2; : : : ; St,we call an element of �S1k � � �S2k � � � � � � �Stk � a grid (also, a kt grid ). When g isa kt grid and g = T1 � T2 � � � � � Tt, we call the set Tj the jth factor set of g foreach j = 1; 2; : : : ; t. Also, if Tj = fij;1 < ij;2 < � � � < ij;tg, we refer to ij;s as the sthelement of the jth factor set of g.Using the natural order, a set of integers is also a chain, so given sets S1; S2; : : : ; Stof integers, we can consider S1�S2�� � ��St as a poset. This poset is just a productof chains and has the form n1 � n2 � � � � � nt, where ni = jSij for i = 1; 2; : : : ; t.Similarly, if Ti � Si for each i = 1; 2; : : : ; t, then T1�T2�� � ��Tt is then a subposet



POSETS WHICH ARE NOT SPHERE ORDERS 7of S1 � S2 � � � � � St. If jTij = k for all i = 1; 2; : : : ; t, then this subposet is alsoa grid. However, in material to follow, we will also associate with a kt grid g aparticular chain in the subposet which it determines. Speci�cally, with a kt gridg = T1 � T2 � � � � � Tt, we associate the k-element chain x1 < x2 < � � � < xk wherexs(j) is the sth element of the factor set of g.The following Product Ramsey Theorem, stated here in poset form, will beused extensively in making certain uniformizing assumptions about the inclusionrepresentation. We refer the reader to [11] for the proof and additional material onRamsey theory.Theorem 4.1. Given positive integers m, k, r and t, there exists an integer n0so that if n � n0 and f is any map which assigns to each kt grid of nt a colorfrom f1; 2; : : : ; rg, then there exists a subposet P isomorphic to mt and a color� 2 f1; 2; : : : ; rg so that f(g) = � for every kt grid g from P.We will refer to the least n0 for which the conclusion of the preceding theoremholds as the Product Ramsey number PR(m; k; r; t).Recall that x � y in nt if and only if x(i) � y(i) for i = 1; 2; : : : ; t. So it doesnot follow that x(i) < y(i) for i = 1; 2; : : : ; t when x < y in nt. Nevertheless, thefollowing elementary proposition allows us to assume that if x 6= y, then x(i) 6= y(i)for i = 1; 2; : : : ; t. We view this proposition as a \spacing" tool in that it allows usto assume that distinct points have all coordinates distinct and separated by somereasonable amount.Proposition 4.2. Let m, n and G be positive integers with n � Gmt. Then thefunction I : mt ! nt de�ned (cyclically) byI(x)(i) = G tXj=1 x(i+ j � 1)(m� 1)t�j�1is an embedding. Furthermore,1. If x; y 2mt, i 2 f1; 2; : : : ; tg and x(i) < y(i), then I(x)(i) < I(y)(i).2. If x; y 2mt and x 6= y, then jI(x)(i) � I(y)(i)j � G for i = 1; 2; : : : ; t.In what follows, we refer to the preceding result as the \spacing proposition"and we call the integer G the gap size of the embedding I .Let P be a poset and let f map P into R. We say f is monotonic if it is eitherorder-preserving or order-reversing. Now consider an order-preserving function fwhich maps nt (or a subposet of nt) to R. We say that f is dominated by coor-dinate � if for all x and y from its domain, f(x) < f(y) whenever x(�) < y(�).Dually, given an order-reversing function f , we say that f is dominated by � if forall x and y from its domain, f(x) > f(y) whenever x(�) < y(�).In [9], Fishburn and Graham used the Product Ramsey Theorem to obtain thefollowing result.Theorem 4.3. Given integers m and t, there exists an integer n0 so that if n �n0 and f is any injective function from nt to R, then there exist a coordinate� 2 f1; 2; : : : ; tg and a subposet P isomorphic to mt so that the restriction of f toP is monotonic and dominated by coordinate �.We stated the preceding theorem (and all to follow) in terms of injective func-tions, because all the functions we consider may be assumed to be injective. If this



8 S. FELSNER, P. C. FISHBURN, AND W. T. TROTTERassumption is dropped, then a modestly more complicated concept of dominationis needed, and the conclusions of the theorems have additional cases. However, thebasic principles we discuss here apply to arbitrary functions.Here is one elementary consequence of coordinate domination.Proposition 4.4. Let f , g and h be monotonic injective functions from nt to R0 ,each dominated by a coordinate. If h(x) = f(x)g(x) for all x in nt, then two of thethree functions are dominated by the same coordinate.Proof. We provide the proof when f is order-preserving and g is order-reversing,all other cases being similar.Suppose the conclusion fails and f , g and h are dominated by distinct coor-dinates, say f by coordinate 1, g by coordinate 2 and h by coordinate 3. Thenconsider the points x1 = (1; 3; 2; 0; 0; : : : ; 0), x2 = (2; 2; 3; 0; 0; : : : ; 0), and x3 =(3; 1; 1; 0; 0; : : : ; 0). Observe that h(x1) < h(x2) < h(x3), x1(3) = 2, x2(3) = 3 andx3(3) = 1. Thus h cannot be dominated by coordinate 3, regardless of whether itis order-preserving or order-reversing.Note that if f is a monotonic function from nt to R0 and f is dominated bycoordinate �, then the reciprocal of f is also dominated by coordinate �, as is thesquare of f .One central concept in our proof is the notion of how fast a function changes.Now a sequence, even a strictly increasing sequence, doesn't have to change verymuch at all, but in this case, di�erences can change dramatically.To provide further motivation, we present the following proposition.Proposition 4.5. For positive integers m and N with N > 2, there exists aninteger n0 so that if n � n0 and a1 < a2 < � � � < an is any strictly increasingsequence of real numbers, then there exists a subsequence ap1 < ap2 < � � � < apm sothat for all i; j; k; l with 1 � i < j < k < l � m, eitherapj � api > N(apl � apk );or N(apj � api) < apl � apk :We will be studying functions de�ned on nt in what follows. Setting ui =(i; i; : : : ; i), the values of f(ui) form a long sequence, and we will want (at least)to control the behavior of f on a long subchain in a manner indicated by theconclusions of Proposition 4.5.With these comments in mind, we present the basic de�nitions which will de-scribe how a function changes. Let P = (X;P ) be a poset and let N be any realnumber with N > 2. We say an order-preserving function f : P! R0 is ACM(N)if f(y) > Nf(x) whenever f(y) > f(x). Dually, we say that an order-reversing func-tion f : P! R0 is RAM(N) if Nf(y) < f(x) whenever f(y) < f(x). The notationin these two de�nitions are acronyms for advances conservatively in magnitude andretreats aggressively in magnitude, respectively. In both cases, the parameter Nprovides a lower bound for the rate at which the function changes.We say a function f : P ! R0 is NC(N) if f(x) < f(y)(1 + 1=N) for allx; y 2 X . The notation NC(N) is an abbreviation for nearly constant, and againthe parameter N provides a tolerance for this assertion. Evidently, for a �xed



POSETS WHICH ARE NOT SPHERE ORDERS 9value of N , the three properties ACM(N), RAM(N) and NC(N) are mutuallyexclusive. However, a function can be NC(N) without being monotonic.When a function is nearly constant, we still need to describe how its di�erencesbehave. Accordingly, when f is an NC(N) order-preserving function, we say thatf is AC(N) if N�f(y) � f(x)� < f(z)� f(y) whenever f(x) < f(y) < f(z). Thisnotation is an abbreviation for advances conservatively, although now we drop thereference to magnitude. Similarly, we say that an order-preservingNC(N) functionf is AA(N) if f(y)� f(x) > N�f(z)� f(y)� whenever f(x) < f(y) < f(z). NowAA(N) is an abbreviation for advances aggressively and again the reference tomagnitude is dropped.Dually, if f is an NC(N) order-reversing function, we say that f is RC(N) ifN�f(x) � f(y)� < f(y) � f(z) whenever f(x) > f(y) > f(z). We say that f isRA(N) if f(x)� f(y) > N�f(y)� f(z)� whenever f(x) > f(y) > f(z).Let L(N) = fAC(N);AA(N);RC(N);RA(N);ACM(N);RAM(N)g. Wecall the elements of L(N) change labels. For a �xed value of N > 2, at most oneof these change labels applies to a function de�ned on a non-trivial poset|and formany functions, none of them is appropriate. The 6t elements of L(N)�f1; 2; : : : ; tgare called change patterns. A function f : nt ! R0 is said to be N -uniform if thereexists a change pattern (L; �) so that f is L and is dominated by coordinate �. Inthis case, we say that f satis�es the change pattern (L; �).With this background material in mind, we state a theorem which is only a gentleextension of Theorem 4.3. However, we will need an even stronger result, one forwhich the following theorem is an immediate corollary.Theorem 4.6. Given positive integers m, t and a real number N with N > 2, thereexists an integer n0 so that if n � n0 and f : nt ! R0 is any injective function,then there exist a subposet Q isomorphic to mt and a change pattern (L; �), so thatthe restriction of f to Q is a N-uniform function satisfying (L; �).To prove our main theorem, we need to uniformize a large number of functions,a number which goes to in�nity with n. The preceding result would allow us tohandle only a bounded number of functions. Fortunately, the functions we need touniformize have additional structure.Let k and s be positive integers with 1 � s � k, and let A be a function whichmaps the kt grids of nt to R0 . Then for each (k� 1)t grid g, we de�ne a functionAg;s on certain points in nt, namely on those points x (the set of such points maybe empty) in nt so that for each i = 1; 2; : : : ; t, the coordinate x(i) is larger thanthe smallest s� 1 integers in the ith factor set of g and less than the largest k � s.Of course, when the ith coordinate of x is added to the ith factor set of g fori = 1; 2; : : : ; t, we obtain a kt grid g0. So we can de�ne Ag;s(x) = A(g0). Note thatthe function Ag;s has as its domain a poset which is a product of t chains|althoughin general the lengths of these chains is not constant. We call Ag;s a (k; s)-inducedfunction.To make this more concrete, suppose we have an inclusion representation ofn3 using spheres from Rd . Then we can de�ne a function A which maps the33 grids from n3 to R0 as follows. With each 33 grid g0, we associate a chainx < y < z, and then de�ne A(g0) = �(x; y; z), the angle at x formed by L(x; y) andL(x; z). Now consider, for example, the value s = 2. Then consider the 23 gridg = f10; 23g � f47; 90g � f18; 45g. It follows that the (3; 2)-induced function Ag;2is de�ned on a subposet isomorphic to 12 � 42 � 26. Of course, the size of the



10 S. FELSNER, P. C. FISHBURN, AND W. T. TROTTERsubposet on which the function Ag;s is de�ned depends both on g and s. However,if the set of points on which Ag;s is de�ned is non-empty, we can discuss the issueof whether Ag;s is N -uniform.We are ready to present the main uniformizing theorem needed to prove Theo-rem 2.1.Theorem 4.7. Given positive integers m, t, k and a real number N with N >2, there exists an integer n0 so that if n � n0 and A is any injective func-tion which maps the kt grids of nt to R0 , then there exist k change patterns(L1; �1); (L2; �2); : : : ; (Lk ; �k) and a subposet P isomorphic to mt so that for everys = 1; 2; : : : ; k and every (k� 1)t grid g in P, the (k; s)-induced function Ag;s isN-uniform and satis�es change pattern (Ls; �s).Proof. Before beginning the proof, we comment that it is essential that the changepattern of an induced function Ag;s depends only on s, not on g. There are only kchoices for s, but the number of choices for g can be much larger than n. To helpthe reader keep track of sizes, we will always use g, g0 and g00 (with subscripts) todenote grids of size (k� 1)t, kt and (k + 1)t, respectively.Set q = d100tkN logNmte and l = k(24t+3 �22t). Then set r = 2l. We now showthat the value n0 = PR(q; k + 1; r; t) satis�es the conclusion of our theorem. Toaccomplish this, we start with a poset P0 isomorphic to nt0. We will then determinesubposets P1 and P2 with Pi+1 a subposet of Pi for i = 0; 1. For each i = 0; 1; 2,Pi will be isomorphic to nti . The values of the other parameters are n1 = q andn2 = m.To show that the speci�ed value of n0 works, we �rst describe a coloring of the(k+ 1)t grids in nt0.Let A be any injective function which maps the kt grids of nt0 to R0 . We use Ato de�ne a coloring of the (k+ 1)t grids of nt0 using r colors.Given a (k+ 1)t grid g00, we let fij;1; ij;2; : : : ; ij;k+1g denote the jth factor setof g00 for each j = 1; 2; : : : ; t. For each s = 1; 2; : : : ; k, we consider the set G(g00; s)of all kt grids having factor sets obtained from the factor sets of g00 by deletingexactly one of ij;s and ij;s+1 for each j = 1; 2; : : : ; t. For a �xed value of s, there isa natural correspondence which associates with each kt grid g0 2 G(g00; s) a subsetS � f1; 2; : : : ; tg by taking S = fj : ij;s+1 belongs to the jth factor set of g0g. Sowe can label the 2s grids in G(g00; s) as g0(g00; s; S) where S � f1; 2; : : : ; tg. Withthis convention, g0(g00; s; ;) corresponds to the subgrid in which the jth factor setis fij;1; ij;2; : : : ; ij;s; ij;s+2; ij;s+3; : : : ; ij;k+1g. When the grid g00 and the value of sis �xed, we may just refer to a grid in G(g00; s) as a subset of f1; 2; : : : ; tg.Again, let g00 be a (k+ 1)t grid and let s be an integer with 1 � s � k. Thenconsider all the images of the grids in G(g00; s) under the map A, using the abbre-viation A(S) for A(g0(g00; s; S)). Some of the following statements will be true (T)and some will be false (F), for various subsets S1; S2; S3; S4 of f1; 2; : : : ; tg.1. A(S1) < A(S2).2. NA(S1) < A(S2).3. A(S1) < A(S2)(1 + 1=N).4. N�A(S1)�A(S2)� < A(S3)�A(S4).To emphasize that these statements actually depend on both g00 and s, we referto them collectively as �(g00; s).In each of the �rst three patterns, there are 22t ordered pairs of variables forwhich the statement can be meaningfully expressed. In the last pattern, there are



POSETS WHICH ARE NOT SPHERE ORDERS 1124t ordered 4-tuples for which the statement makes sense. So summing over all s,there are l = k(24t+3 �22t) statements altogether. It follows that we may associatewith g00 a string of T's and F's of length l. There are r = 2l such strings.So we have described a coloring of the (k+ 1)t grids of nt0 using r colors. Sincen0 = PR(q; k + 1; r; t), there is a subposet P1 isomorphic to qt so that all (k+ 1)tgrids in P1 receive the same color. This uniform color is then a string of T's and F'swhich tells which statements in �(g00; s) are true and which are false. Furthermore,the string depends only on s and not on g00. Accordingly, for the subposet P1 inwhich all grids receive the same color, we can refer to statements in the family �(s),deleting g00 from our earlier notation.Since n1 = q = d100tkN logNmte, we may use the spacing proposition to choosea subposet P2 of P1, with P2 isomorphic tomt, so that P2 is embedded by I in P1with gap size at least d50tkN logNe. This value is chosen so that it is comfortablylarger than maxft; k;N logNg.In the remainder of the proof, when we discuss coordinates of points from P2,we use the coordinates of their images in P1|via the embedding I .Now �x a value of s. We show that there exists a change pattern (L; �) so thatif g is any (k� 1)t grid in P2, the induced (k; s) function Ag;s is N -uniform andsatis�es the change pattern (L; �). Once we have accomplished this goal, the proofof our theorem is complete.Let g be any (k� 1)t grid in P2. We may assume without loss of generalitythat the subposet Q2 of points in P2 on which Ag;s is de�ned is non-trivial, elsethere is nothing to prove. In the subposet P1, we let Q1 denote the domain ofthe (k; s)-induced function determined by the grid g. Of course, Q2 is a subposetof Q1. Since Q2 is non-trivial and the gap size of the embedding I is 4tk, Q1 isisomorphic to a product of chains each having 4tk + 2 or more points.If x and y are distinct points from Q2, then the coordinates of x and y|inP1 under the embedding I|together with the grid g forms a (k + 1)t grid g00. Inthe grid g00, we label the jth factor set fij;1 < ij;2 < � � � < ij;k+1g. Note thatfx(j); y(j)g = fij;s; ij;s+1g for all j = 1; 2; : : : ; t.As before, we associate x and y with subsets of f1; 2; : : : ; tg. If x < y, then x = ;and y = f1; 2; : : : ; tg, so Ag;s is order-preserving if the statementA(;) < A(f1; 2; : : : ; tg)from �(s) is true. Furthermore, Ag;s is order-reversing if this statement is false.In the remainder of the argument, we assume that Ag;s is order-preserving. Theargument when it is order-reversing is dual.Next, we show that Ag;s is dominated by a coordinate � which depends only on sand not on g. Consider the (k+ 1)t grid g000 in Q1 with all factor sets f1; 2; : : : ; k+1g.For our �xed value of s, consider the grids in G(g000 ; s) which correspond to sin-gleton subsets. These are the grids of the form g(g000 ; s; fig) where i 2 f1; 2; : : : ; tg.Using the abbreviation fig for g(g000 ; s; fig), we choose the unique element � 2f1; 2; : : : ; tg so that A(f�g) > A(fig) for all i 2 f1; 2; : : : ; tg with � 6= i. We nowshow that Ag;s is dominated by coordinate �. Without loss of generality, we mayassume that � = 1.We now turn our attention to the suposet Q1. For element u 2 Q1, we will writeA(u) rather than Ag;s(u).Consider the following points v1; v2; : : : ; vt in Q1:



12 S. FELSNER, P. C. FISHBURN, AND W. T. TROTTERvi(1) = i;vi(j) = t for j = 2; 3; : : : ; t� i+ 1; andvi(j) = 1 for j = t� i+ 2; : : : ; t.Now let i 2 f1; 2; : : : ; t� 1g. Then consider the (k+ 1)t grid g00i in P1 whose jthfactor set is the union of the jth factor set of g and the following coordinate valuesin Q1:fi; i+ 1g if j = 1;ft; t+ 1g if j � 2 � t� i;f1; tg if j = t� i+ 1; andf0; 1g if t� i+ 1 < j � t.Observe that in the grid g00i , the point vi corresponds to the singleton set ft�i+1gwhile vi+1 corresponds to f1g. As a consequence, we see that A(vi) < A(vi+1) forall i = 1; 2; : : : ; t� 1. By transitivity, A(v1) < A(vt). Now observe that in the gridg00t+1 formed by g and the coordinates of v1 and vt, vt corresponds to the singletonset f1g while v1 corresponds to the complementary set f2; 3; : : : ; tg. It follows thatthe statement A(f2; 3; : : : ; tg) < A(f1g) from �(s) is true.Now let x and y be distinct points from Q2 with x(1) < y(1). We show thatAg;s(x) < Ag;s(y). This is certainly true if x < y, so we assume that x and y areincomparable. Again, consider the grid g00 in P1 formed by g and the coordinatesof x and y. For this grid, let u be the element of G(g00; s) corresponding to thesingleton set f1g and let v be the element corresponding to the complementary setf2; 3; : : : ; tg. Note that x � v and y � u. Since the coloring of grids is uniform,we know that Ag;s(u) = A(u) < A(v) = Ag;s(v). Since Ag;s is order-preserving,we then conclude that Ag;s(x) � Ag;s(u) < Ag;s(v) � Ag;s(v), so that Ag;s(x) <Ag;s(y) as claimed.We now show that the restriction of Ag;s to Q2 is N -uniform and has a changepattern which depends only on s.Consider the following statement from �(s):A(f1; 2; : : : ; tg) < A(;)(1 + 1=N):Suppose �rst that this statement is false. Then we know that Ag;s(y) � (1 +1=N)Ag;s(x) for every 2-element chain from Q.Let q0 = d25N logNe. Then each of the chains whose product forms the posetQ1 is at least 2q0 in length. Consider the chain u0 < u1 < � � � < uq0 in Q1, whereui = (i; i; : : : ; i). Observe that A(ui+1) � (1 + 1=N)A(ui) for i = 1; 2; : : : ; q0 � 1.Since q0 � 25N logN , it follows that NA(u1) < A(uq0). Therefore the statementNA(;) < A(f1; 2; : : : ; tg)from �(s) is true, and NAg;s(x) < Ag;s(y) for every 2-element chain x < y.Now suppose that x and y are any two points from Q2 and that Ag;s(x) <Ag;s(y). Since Ag;s is dominated by coordinate �, we know that x(�) < y(�).Since the gap size is at least 3, we may choose an integer � so that x(�) < � <�+1 < y(�). Now let u and v be any two points in Q1 so that u < v, u(�) = � andv(�) = � + 1. Then Ag;s(x) < Ag;s(u), NAg;s(u) < Ag;s(v) and Ag;s(v) < Ag;s(y).It follows that NAg;s(x) < Ag;s(y), so that Ag;s is ACM(N).Now suppose that the statementA(f1; 2; : : : ; tg) < A(;)(1 + 1=N)



POSETS WHICH ARE NOT SPHERE ORDERS 13from �(s) is true. Then Ag;s(y) < Ag;s(x)(1+1=N) for every 2-element chain x < yfrom Q2. Let B be the bottom element of Q2 and let T be the top element. ThenAg;s(B) < Ag;s(x) < Ag;s(T ) for every other point x from P1. This shows thatAg;s is NC(N).We now show that Ag;s is either AC(N) or AA(N). Suppose �rst that thestatement N�A(f1g)�A(;)� < A(f1; 2; : : : ; tg)�A(f1g)from �(s) is true. Then it follows that for every 3-element chain x < y < z in Q,N�Ag;s(y)� Ag;s(x)� < Ag;s(z)�Ag;s(y). Now let x, y and z be any three pointsfromP with Ag;s(x) < Ag;s(y) < Ag;s(z). Then, since the gap size of the embeddingI is more than 3 and Ag;s is dominated by coordinate �, we may �nd a 3-elementchain w1 < w2 < w3 so that w1(�) < x(�) < y(�) < w2(�) < w3(�) < z(�). SinceAg;s(y)�Ag;s(x) < Ag;s(w2)�Ag;s(w1) and Ag;s(w3)�Ag;s(w2) < Ag;s(z)�Ag;s(y),it follows that N�Ag;s(y)�Ag;s(x)� < Ag;s(z)�Ag;s(y). We conclude that Ag;s isAC(N).Dually, if the statementN�A(f1; 2; : : : ; tg)�A(f1g)� < A(f1g)�A(;)from �(s) is true, then Ag;s is AA(N).Now suppose that both statements from �(s) are false. Then, referring to thechain u0 < u1 < : : : ; uq0 discussed earlier in the proof, we note that if 0 � i < j <k < l � q0, we have:�A(uj)�A(ui)�=N � A(ul)�A(uk) � N�A(uj)� A(ui)�:Observe that the interval [A(u0); A(uq0)] is divided up into q0 disjoint subin-tervals of the form [A(uj); A(uj+1)] where 0 � j < q. Choose an integer j with1 � j � q0 � 2 so that the length of the interval [A(uj); A(uj+1)] is as small aspossible. Then set i = 0, k = j + 1 and l = q � 1 to conclude that the length of[A(u0); A(ui)] is at most N times the length of [A(uj); A(uk)]. Similarly, the lengthof [A(ul); A(uq�1)] is at most N times the length of [A(uj); A(uk)]. Being generous,we can conclude that j � N and q � j � N , so that q � 2N . This contradicts thefact that q0 = d25N logNe.A dual argument shows that when Ag;s is order-reversing, it is either RAM(N)or NC(N). When it is NC(N), it is either RC(N) or RA(N).Note that Theorem 4.6 is just the special case of Theorem 4.7 obtained when k = 1.Although we stated Theorem 4.7 in terms of a single function A, it is clear thatwe can apply it to a bounded number of functions. In fact, this result|and forthat matter, all the Ramsey theoretic material discussed here|can be treated inmuch greater generality.5. Some Technical PreliminariesRecall that we have de�ned a sequence of \large constants" by setting N0 = 106and Ni+1 = 106Ni for i � 0. One important theme which runs through ourargument will be applications of the triangle inequality which we state in a \weak"form.The following elementary proposition is immediate.



14 S. FELSNER, P. C. FISHBURN, AND W. T. TROTTERProposition 5.1. Let i � 1 and let e1, e2 and e3 be positive real numbers whichsatisfy the weak triangle inequality that the sum of any two is larger than the thirddivided by 1 + 1=Ni+1. If e1 > Ni+1e2, thene1=(1 + 1=Ni) < e3 < e1(1 + 1=Ni) so that e1 � e3:The situation described in Proposition 5.1 will arise when e1, e2 and e3 are thelengths of the three sides of a triangle. It will also arise when e1, e2 and e3 areangles formed by three rays intersecting in a common point. In these situations,the quantities will actually satisfy the ordinary triangle inequality, i.e., the sum ofany two is larger than the third.However, we will also use Proposition 5.1 when e1, e2 and e3 are the heightsof three triangles which share a common point, and in this case, the weak form isneeded.In our proof, we will refer to Proposition 5.1 as the \triangle proposition." Wecomment that the condition i � 1 in the triangle proposition is necessary to insurethat the tolerance discussed in Section 2 for using the � notation is respected.We will make extensive use of \small angle" approximations and other elemen-tary trigonometric inequalities as summarized in the following proposition. Moreaccurate approximations are available, but we do not need such precision here.Proposition 5.2. The following inequalities hold:1. sin � < � when 0 < � < �=2.2. 1� cos � < �2=2 when 0 < � < �=2.3. �=2 < sin � when 0 < � < :01.4. �2=10 < 1� cos � when 0 < � < :01.5. �=(1 + 1=Ni) < sin � when i � 0 and 0 < � < 1=Ni.6. (�2=2)=(1 + 1=Ni)) < 1� cos � when i � 0 and 0 < � < 1=Ni.7. For every angle � with 0 < � < �=2, sin2 � < 2(1� cos �).6. Part 1: Uniformizing the RepresentationThis section begins the proof of Theorem 1.1. As discussed in Section 2, we proveTheorem 1.1 by showing that if n is su�ciently large, the �nite 3-dimensional posetn3 is not a sphere order. We start with the assumption that we have an inclusionrepresentation F of n3 using spheres from Rd and then argue to a contradiction|provided n is su�ciently large. The issue of how large n must be is decided in sixsteps. We begin by setting n = n0 and P = P0 = n30. Then, for each i = 1; 2; : : : ; 6,we will choose an appropriate subposet Pi of Pi�1, with Pi isomorphic to n3i .At each step, we increase the uniformity of the inclusion representation for theremaining points. At the �nal step, we will halt with n6 = 11 and P6 isomorphicto 113. The relative sizes between n0; n1; : : : ; n6 will be clear from the material tofollow.To begin, we assume that the spheres used in our representation are in \generalposition," i.e.:1. No two spheres are tangent.2. All centers are distinct.3. No three centers are collinear.



POSETS WHICH ARE NOT SPHERE ORDERS 154. No four centers are coplanar.5. All radii are distinct and positive.6. The angles determined by any three centers are distinct.7. The distances from any center to the line passing through two other centersare all distinct.This assumption is allowed by the fact that we may add (in an order preservingmanner) a small quantity to each radius without disturbing the inclusion relation.We may then make small perturbations in the center locations. Note that the fourthcondition requires d � 3, and it is clear that we may make this assumption withoutloss of generality.Assuming that n0 is su�ciently large in terms of n1 and the large constant N10,we may apply Theorem 4.6 to �nd a subposet P1 isomorphic to n31 on which theradius function r is N10-uniform. For the remainder of the paper, all discussions ofuniformity of functions will be in terms of the parameter N10, so for example, wewill just write that a function is ACM rather than ACM(N10).When x < y, we know that r(x) < r(y), so the function r must be order-preserving on P1. Without loss of generality, we assume that it is dominated bycoordinate 1. So r satis�es one of the following three change patterns: (ACM; 1),(AC; 1), or (AA; 1).Claim 1. We may assume without loss of generality that r is ACM.Proof. Should r be AA, we explain how to modify our representation so that r isAC. We then show how to transform a representation in which r is AC into onewhere r is ACM.Now suppose that r is AA. Choose a large positive number R0, large enoughso that 2N10r(x) < R0 for every x 2 P1. We then consider the function r̂ : Pd1 !R0 de�ned by r̂(x) = R0 � r(x) for every x 2 Pd1. Also let F̂ be the inclusionrepresentation which assigns to each x 2 Pd1 the sphere with center at c(x) andradius r̂(x). Note that F̂ is an inclusion representation of Pd1. Furthermore, ifr̂(x) < r̂(y), then (1 + 1=N10)N10r(x) < 2N10r(x) < R0 < R0 + N10r(y). Thusr̂(y) = R0 � r(y) < (1 + 1=N10)(R0 � r(x)) = r̂(x), so r̂ is NC.Also, if r̂(x) < r̂(y) < r̂(z), then r(x) > r(y) > r(z). Since r is AA, it followsthat r(y) � r(z) > N10�(r(x) � r(y)�. Thus, N10�r̂(y)� r̂(x)� < r̂(z)� r̂(y). Thisshows that r̂ is AC on of Pd1. So in this case, noting that Pd1 is isomorphic toP1, we drop the hats from the notation and replace P1 by Pd1. We now have arepresentation where the radius function is AC.Now suppose we have a representation of P1 where the radius function is AC.Now let B1 = (0; 0; 0) and r0 = r(B1). We then de�ne a new radius function r̂(x)by setting r̂(x) = r(x) � r0 for every x 2 P1. Since r̂(y) � r̂(x) = r(y) � r(x) forevery x and y in P1, we could equally well use r̂ as our radius function.Now let x < y be any two elements of P1 with r̂(x) < r̂(y) and x > B1. Thenr(B1) < r(x) < r(y). It follows that N10r̂(x) = N10�r(x) � r0� = N10�r(x) �r(B1)� < r(y) � r(x) < r(y) � r(B1) = r̂(y). It follows that r̂ is ACM. Again,we drop the hats and use r to denote the new radius function. However, we nowhave a representation where the least element has a circle of radius zero. Since thecriteria for uniformity and for inclusion are expressed in terms of strict inequalities,we add a small quantity to the radius of the bottom element.



16 S. FELSNER, P. C. FISHBURN, AND W. T. TROTTERThese remarks complete the proof of our claim that we may assume that r isACM.We next describe three functions A, B and C to which we will apply Theorem 4.7.In each case, we take the value k = 3. As discussed in the previous section, witheach 33 grid g in P1, we associate a 3-element chain x < y < z and then setA(g) = �(x; y; z), B(g) = h(x; y; z) and C(g) = h(x; y; z)�(x; y; z)=2.After applying Theorem 4.7 three times, once for each of these functions, wemay assume that we have a subposet P2 isomorphic to n32 so that we have ninechange patterns, one for each ordered pair from fA;B;Cg � f1; 2; 3g, so that thenine classes of (3; s)-induced functions they produce are N10-uniform and have achange pattern depending only on the class.We are only concerned with �ve of these nine classes:1. The (3; 2) and (3; 3) functions induced by A.2. The (3; 1) and (3; 2) functions induced by B.3. The (3; 2) function induced by C.We �nd it convenient to use the symbols �, �, K, H , and G to denote thesefunctions, so that:1. For each 2-element chain x < z, the (3; 2)-induced function �(x; y; z) is de�nedon those y with x < y < z by setting �(x; y; z) = �(x; y; z).2. For each 2-element chain x < y, the (3; 3)-induced function �(x; y; z) is de-�ned on those z with x < y < z by setting �(x; y; z) = �(x; y; z).3. For each 2-element chain y < z, the (3; 1)-induced function K(x; y; z) is de-�ned on those x with x < y < z by setting K(x; y; z) = h(x; y; z).4. For each 2-element chain x < z, the (3; 2)-induced function H(x; y; z) is de-�ned on those y with x < y < z by setting H(x; y; z) = h(x; y; z).5. For each 2-element chain x < z, the (3; 2)-induced function G(x; y; z) is de-�ned on those y with x < y < z by setting G(x; y; z) = h(x; y; z)�(x; y; z)=2.We will return to the discussion of these induced functions after we developsome geometric implications among the remaining spheres|those which provide arepresentation of P2.7. Part 2: Geometric ImplicationsIn the subposet P2, let u0 = (0; n2� 1; n2� 1), and let B2 = (0; 0; 0) denote thebottom (least) element of P2. Setting n3 = n2 � 2, and letting P3 consist of allx 2 P2 whose coordinates satisfy 0 < x(i) < n2 � 1 for i = 1; 2; 3, it follows thatP3 is isomorphic to n33. Now let x 2 P3. Since u0(1) = 0 < x(1), and r is ACMand dominated by coordinate 1, we know that N10r(u1) < r(x).The next two claims show that we are able to approximate the distance betweenpoints in P3 by the larger of the two radii.Claim 2. For all x 2 P3,r(x)=(1 + 1=N9) < �(x;B2) < r(x) so that r(x) � �(x;B2):Proof. Let x 2 P3. We �rst establish the upper bound. To accomplish this, considera point u 2 P2 with u 6= B2. Then B2 < u, so that r(u)� r(B2) > �(u;B2). Thus�(u;B2) < r(u). In particular, �(x;B2) < r(x). Also, �(u0; B2) < r(u0).For the lower bound, observe that x is incomparable to u0, so r(x) � r(u0) <�(x; u0) < �(x;B2)+�(u0; B2) < �(x;B2)+r(u0). It follows that r(x) < �(x;B2)+



POSETS WHICH ARE NOT SPHERE ORDERS 172r(u0) < �(x;B2) + 2r(x)=N10, and thus r(x)=(1 + 1=N9) < r(x)(1 � 2=N10) <�(x;B2).The next claim is our �rst application of the triangle proposition.Claim 3. For all x; y 2 P3 with x(1) < y(1),r(y)(1� 1=N8) < �(x; y) < r(y)(1 + 1=N8) so that �(x; y) � r(y):Proof. Consider the triangle formed by the points c(B2), c(x) and c(y) and thelengths of the three sides of this triangle: e1 = �(y;B2), e2 = �(x;B2) and e3 =�(x; y). The sum of any two of these quantities is larger than the third.From Claim 2, we know thatr(x)=(1 + 1=N9) < �(x;B2) < r(x); andr(y)=(1 + 1=N9) < �(y;B2) < r(y):Since r is ACM, dominated by coordinate 1 and x(1) < y(1), we know thatN10r(x) < r(y). Therefore, e1 > N9e2 and the claim follows from the triangleproposition.When x, y and z are distinct points in P3 and x(1) < y(1) < z(1), we know that�(x; y; z) = �(x; y) + �(y; z) � �(x; z) > 0. However, we can actually write thefollowing elementary identity:�(x; y; z) = �(x; y)(1� cos�(x; y; z)) + �(y; z)(1� cos 
(x; y; z)):(2)The next claim shows that it is only the �rst term on the right hand side ofEquation (2) which matters.Claim 4. If x, y and z are distinct points in P3 and x(1) < y(1) < z(1), then�(x; y)(1� cos�(x; y; z)) > N9�(y; z)(1� cos 
(x; y; z)):Proof. Note �rst that�(x; y) sin�(x; y; z) = h(x; y; z) = �(y; z) sin 
(x; y; z):Using only the fact that sin�(x; y; z) < 1, we see that
(x; y; z) < �(x; y)=�(y; z) < 2r(y)=r(z) < 1=N9:Using the estimates developed in Section 5 and the bounds in Claim 3, we seethat �(y; z)(1� cos 
(x; y; z)) < r(z)
2(x; y; z)< 2r(z) sin2 
(x; y; z)= 2r(z) sin2 �(x; y; z)�2(x; y)=�2(y; z)< 10�(x; y) sin2 �(x; y; z)=N10< 20�(x; y)(1� cos�(x; y; z))=N10< �(x; y)(1� cos�(x; y; z))=N9:The next claim follows immediately from Equation 2 and Claim 4.



18 S. FELSNER, P. C. FISHBURN, AND W. T. TROTTERClaim 5. If x, y and z are distinct points in P3 and x(1) < y(1) < z(1), thenr(y)(1� cos�(x; y; z))=(1 + 1=N8) < �(x; y; z)< r(y)(1� cos�(x; y; z))(1 + 1=N8);so that �(x; y; z) � r(y)(1 � cos�(x; y; z)):When x(1) < y(1) < z(1), we have already noted that 
(x; y; z) < 1=N9. But atthis point, we cannot make such a claim for �(x; y; z). However, we now show thatwe may assume that all �(x; u; z) are very small, provided x < u < z.To accomplish this, we use the Product Ramsey Theorem. With each 33 gridg, we associate a chain x < u < z as described in the preceding section. Color thegrid red if �(x; u; z) < 1=N10; otherwise, color it blue. Setting n3 = PR(n4; 3; 2; 3),we may �nd a subposet P4 isomorphic to n4 so that all 33 grids in P4 receive thesame color. Now set n4 = n35 and n5 = 17. We may then choose a subposet P5isomorphic to n35 via the embedding I (with gap size 1) as de�ned in the spacingproposition.Claim 6. For every 3-element chain x < u < z in P5, �(x; u; z) < 1=N10.Proof. Suppose to the contrary that �(x; u; z) � 1=N10 for some 3-element chain inP5. Considering coordinates in P4, we see that P4 contains a blue 3t grid. Thusall 33 grids in P4 are blue.Then consider the 6-element chain u1 < u2 < � � � < u6 in P4, where ui = (i; i; i)for i = 1; 2; : : : ; 6. Then let x = u1 = (1; 1; 1), v = (2; 0; 7), u = u5 = (5; 5; 5)and z = u6 = (6; 6; 6). Because r is dominated by coordinate 1, we know thatN10r(v) < r(u3), N10r(u3) < r(u4) and N10r(u4) < r(u5) = r(u). Thus N310r(v) <r(u).Since �(x; u; z) > r(u)�1� cos�(x; u; z)�=(1 + 1=N8)and �(x; u; z) � 1=N10, we conclude that �(x; u; z) > r(u)=(10N210).On the other hand, since �1 � cos�(x; v; z)� � 1, we know that �(x; v; z) <10r(v). Thus, r(u)=(10N210) < 10r(v) so that r(u) < 100N210r(v), which is a con-tradiction.For the remainder of the proof, we will use the symbols B = (0; 0; 0) and T =(16; 16; 16) to denote the bottom and top elements of P5. Also, we let B0 = (1; 1; 1),B00 = (2; 2; 2), T 00 = (14; 14; 14), T 0 = (15; 15; 15). We then let P6 consist of thosepoints x in P5 with 2 < x(i) < 14 for i = 1; 2; 3. Then B < B0 < x < T 0 < T forevery x in P6. As anticipated, n6 = n5 � 6 = 11.Also, for the remainder of the proof, we will let C = fu1 < u2 < � � � < u9g bethe 9-element chain in P6 de�ned by setting u(i) = (i; i; i) for each i = 1; 2; : : : ; 9.Of course, we intend that the coordinates of the points in C are given in P6 ratherthan in P5.For emphasis, we point out that the triangle inequality holds for angles in Rd .Proposition 7.1. If s1, s2, s3 and s4 are distinct, noncoplanar points in Rd , e1 =�(s1; s2; s3), e2 = �(s1; s3; s4) and e3 = �(s1; s2; s4), then e1, e2 and e3 satisfy thetriangle inequality, i.e., the sum of any two is larger than the third.



POSETS WHICH ARE NOT SPHERE ORDERS 19When we apply Proposition 7.1, each si will be the center of one of the spheresin our representation. The resulting proposition is stated for clarity.Proposition 7.2. Let x1, x2, x3 and x4 be distinct points from P5. Then let1. e1 = �(x1; x2; x3), e2 = �(x1; x3; x4) and e3 = �(x1; x2; x4), and2. e01 = 
(x1; x2; x4), e02 = 
(x1; x3; x4) and e03 = 
(x2; x3; x4).Then the two sets fe1; e2; e3g and fe01; e02; e03g each satisfy the triangle inequality,i.e., the sum of any two quantities in the set is larger than the third.If s1, s2 and s3 are distinct points from Rd , then �(s1; s2; s3) = �(s1; s3; s2) and
(s1; s2; s3) = 
(s2; s1; s3). On the other hand, note that h(s1; s2; s3) 6= h(s2; s1; s3)in general. In fact, the two quantities can be far apart. However, due to the uniformbehavior of the radius function, we do have approximate symmetry in the �rst twocoordinates for centers.Proposition 7.3. Let x1, x2 and x3 be distinct points from P5 with x1(1) <x2(1) < x3(1). Thenr(x3)
(x1; x2; x3)=(1 + 1=N8) < h(x1; x2; x3) < r(x3)
(x1; x2; x3)(1 + 1=N8)andr(x3)
(x1; x2; x3)=(1 + 1=N8) < h(x2; x1; x3) < r(x3)
(x1; x2; x3)(1 + 1=N8);so that h(x1; x2; x3) � h(x2; x1; x3) � r(x3)
(x1; x2; x3):Proof. Observe thath(x1; x2; x3) = �(x2; x3) sin 
(x1; x2; x3) = �(x1; x2) sin�(x1; x2; x3):Since sin�(x1; x2; x3) < 1, it follows that 
(x1; x2; x3) < 1=N9.We also observe thath(x2; x1; x3) = �(x1; x3) sin 
(x2; x1; x3):The conclusions of the proposition then follow from the fact that 
(x1; x2; x3) =
(x2; x1; x3) and the inequalities:r(x3)=(1 + 1=N9) < �(x2; x3) < r(x3)(1 + 1=N9)and r(x3)=(1 + 1=N9) < �(x1; x3) < r(x3)(1 + 1=N9):Taking advantage of the properties of our radius function, we will now derive a weaktriangle inequality involving heights (see Figure 2). From an intuitive standpoint,we consider this the \view back from in�nity."Proposition 7.4. Let x1, x2, x3 and x4 be points from P5 with xi(1) < x4(1) fori = 1; 2; 3. Then let e1 = h(x1; x2; x4), e2 = h(x2; x3; x4) and e3 = h(x1; x3; x4). Itfollows that the sum of any two of e1, e2 and e3 is larger than the third divided by(1 + 1=N7).
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x2Figure 2Proof. Let e01 = 
(x1; x2; x4), e02 = 
(x2; x3; x4) and e03 = 
(x1; x3; x4). Then e01, e02and e03 satisfy the triangle inequality.From Proposition 7.3, we note thatr(x4)
(x1; x2; x4)=(1 + 1=N8) < h(x1; x2; x4) < r(x4)
(x1; x2; x4)(1 + 1=N8);r(x4)
(x2; x3; x4)=(1 + 1=N8) < h(x2; x3; x4) < r(x4)
(x2; x3; x4)(1 + 1=N8);andr(x4)
(x1; x3; x4)=(1 + 1=N8) < h(x1; x3; x4) < r(x4)
(x1; x3; x4)(1 + 1=N8):Clearly, these statements imply the conclusion of the proposition.Next we revisit the issue of the size of the angle �(x; y; z) when x(1) < y(1) < z(1).Claim 7. For all x, y and z in P6 with x(1) < y(1) < z(1), �(x; y; z) < 1=N9.Proof. From Proposition 7.4, we know that h(x; y; z)=(1 + 1=N7) < h(B; x; z) +h(B; y; z). Also, we know that h(x; y; z) = �(x; y) sin�(x; y; z). Thus (being gener-ous) sin�(x; y; z) < 2h(x; y; z)=r(y):Now h(x; y; z) < 2�h(B; x; z) + h(B; y; z)�= 2��(B; x) sin�(B; x; z) + �(B; y) sin�(B; y; z)�< 4�r(x) + r(y) sin �(B; y; z)�:Thus sin�(x; y; z) < 8�r(x)=r(y) + sin�(B; y; z)�.We note that B < y < T and B < z < T in P6, so that �(B; y; T ) < 1=N10 and�(B; z; T ) < 1=N10. It follows that �(B; y; z) < �(B; y; T ) + �(B; z; T ) < 2=N10.Since r(x)=r(y) < 1=N10 and sin�(B; y; z) < �(B; y; z) < 2=N10, it follows thatsin�(x; y; z) < 3=N10 so that �(x; y; z) < 1=N9 as claimed.We may now use the following estimates for any three points x, y and z withx(1) < y(1) < z(1):r(y)�2(x; y; z)=2(1 + 1=N8) < �(x; y; z) < (1 + 1=N8)r(y)�2(x; y; z)=2:



POSETS WHICH ARE NOT SPHERE ORDERS 21and r(y)�(x; y; z)=(1 + 1=N8) < h(x; y; z) < r(y)�(x; y; z)(1 + 1=N8):Of course, we may also write:�(x; y; z) � r(y)�2(x; y; z)=2:and h(x; y; z) � r(y)�(x; y; z):Although it will not be used in the proof, we note that when x(1) < y(1) < z(1),our previous upper bound 
(x; y; z) < 1=N9 can now be improved to 
(x; y; z) <1=N29 . 8. Part 3: Applications of UniformityThis section develops properties of the various functions involving angles anddistances. Already, we know that the radius function r is ACM and dominated bycoordinate 1.Let L = L(N10). Then there exist change patterns (L1; �1); : : : ; (L5; �5) so that:1. There is a coordinate �1 and a change label L1 2 L so that for every 2-elementchain x < z in P5, the map �(x; y; z), de�ned on those y with x < y < z isN10-uniform and satis�es change pattern (L1; �1).2. There is a coordinate �2 and a change label L2 2 L so that for every 2-elementchain x < y in P5, the map �(x; y; z), de�ned on those z with x < y < z isN10-uniform and satis�es change pattern (L2; �2).3. There is a coordinate �3 and a change label L3 2 L so that for every 2-elementchain y < z in P5, the map K(x; y; z), de�ned on those x with x < y < z isN10-uniform and satis�es change pattern (L3; �3).4. There is a coordinate �4 and a change label L4 2 L so that for every 2-elementchain x < z in P5, the map H(x; y; z), de�ned on those y with x < y < z isN10-uniform and satis�es change pattern (L4; �4).5. There is a coordinate �5 and a change label L5 2 L so that for every 2-elementchain x < z in P5, the map G(x; y; z), de�ned on those y with x < y < z isN10-uniform and satis�es change pattern (L5; �5).When x 2 P6, we use the shorthand notations: �(x) = �(B; x; T ), �(x) =�(B;B0; x), K(x) = K(x; T 0; T ), H(x) = H(B; x; T ) and G(x) = G(B; x; T ). Also,for example, when we say that � is dominated by coordinate �1, we mean that�(x) = �(B; x; T ) is dominated by �1. It is important to remember that, forexample, for all x < z, the function �(x; y; z), de�ned on y with x < y < z, satis�esthe same change pattern as �(x).Note. For the remainder of the argument, we will use the shorthand notaionse1 << e2, e1 . e2 and e1 � e2 as discussed in Section 2. In all cases, the shorthandnotation will remind us of a more precise inequality which we have obtained at anearlier point in the argument.We now begin to gather some information about other patterns present in P5.For reasons which will become clear, we concentrate on the (3; 2)-induced functions� and H .Claim 8. The function � cannot be ACM.



22 S. FELSNER, P. C. FISHBURN, AND W. T. TROTTERProof. Suppose to the contrary that � is ACM. Then for every 2-element chainx < z, the map �(x; y; z) de�ned on those y with x < y < z is ACM.Consider the three 3-element sets fe1; e2; e3g, fe01; e02; e03g and fe001 ; e002 ; e003g where1. e1 = �(u1; u4; u5), e2 = �(u1; u3; u5) and e3 = �(u1; u3; u4);2. e01 = �(u1; u3; u4), e02 = �(u1; u2; u4) and e03 = �(u1; u2; u3); and3. e001 = �(u1; u3; u5), e002 = �(u1; u2; u5) and e003 = �(u1; u2; u3).Each of these 3-element sets satis�es the triangle inequality. Furthermore, e1 >N10e2, e01 > N10e02 and e001 > e002 , so that e1 � e3, e01 � e03 and e001 � e003 . Since e3 = e01and e03 = e003 , we conclude that e1 � e3 = e01 � e03 = e003 � e001 , i.e., e1 � e001 . Bute001 = e2 and therefore e1 > N10e001 . The contradiction completes the proof.The next claim is dual to the preceding one|except for the fact that it uses theweak version of the triangle inequality.Claim 9. The function H cannot be RAM.Proof. Suppose to the contrary that H is RAM. Then for every 2-element chainx < z, the map H(x; y; z) de�ned on those y with x < y < z is RAM.Consider the three 3-element sets fe1; e2; e3g, fe01; e02; e03g and fe001 ; e002 ; e003g where1. e1 = h(u1; u2; u5), e2 = h(u1; u3; u5) and e3 = h(u2; u3; u5);2. e01 = h(u2; u3; u5), e02 = h(u2; u4; u5) and e03 = h(u3; u4; u5); and3. e001 = h(u1; u3; u5), e002 = h(u1; u4; u5) and e003 = h(u3; u4; u5).Each of these 3-element sets satis�es the property that the sum of any twoquantities from the set is larger than the third divided by 1 + 1=N7. Furthermore,e1 > N10e2, e01 > N10e02 and e001 > e002 , so that e1 � e3, e01 � e03 and e001 � e003 . Sincee3 = e01 and e03 = e003 , we conclude that e1 � e3 = e01 � e03 = e003 � e001 , i.e., e1 � e001 .But e001 = e2 and therefore e1 > N10e001 . The contradiction completes the proof.Next we begin to consider the issue of coordinate domination. The next two claimsare again dual.Claim 10. If � is NC, then H is ACM and dominated by coordinate 1.Proof. Let s1 = (1; 2; 2) and s2 = (2; 1; 1). Then �(s1) � �(s2). Since s1(1) <s2(1), r(s1) << r(s2). Noting that r(x)�(x) � H(x) for all x, we conclude thatH(s1) << H(s2). From the preceding claim, we know that H cannot be RAM.Evidently, it is not NC, so it must be ACM. Furthermore, it must be dominatedby coordinate 1, since s1(i) > s2(i) for i = 2; 3.Claim 11. If H is NC, then � is RAM and dominated by coordinate 1.Proof. Again, let s1 = (1; 2; 2) and s2 = (2; 1; 1). Then H(s1) � H(s2). Sinces1(1) < s2(1), r(s1) << r(s2). Noting that �(x) � H(x)=r(x) for all x, we con-clude that �(s1) >> �(s2). From above, we know that � cannot be ACM. Evi-dently, it is not NC, so it must be RAM. Furthermore, it must be dominated bycoordinate 1, since s1(i) > s2(i) for i = 2; 3.Here is another useful property.Claim 12. If � is dominated by coordinate 2, then H is ACM and dominated bycoordinate 1.



POSETS WHICH ARE NOT SPHERE ORDERS 23Proof. Once again, consider s1 = (1; 2; 2) and s2 = (2; 1; 1). The inequalitiesN10r(s1) < r(s2) and �(s2) > �(s1) imply N10H(s1) < H(s2), so H is ACMand dominated by coordinate 1.The remainder of the argument is by cases which depend on the change patterns of� and H . Originally, this would have resulted in 324 = 182 cases, which would havebeen unbearable even for the most patient of readers. But in view of the results ofthe claims in this section, we only have 3 cases:Case 1. � is RAM; H is ACM.Case 2. � is NC; H is ACM.Case 3. H is NC; � is RAM.Moreover, in Case 2, we know that H is dominated by coordinate 1, while inCase 3, we know that � is dominated by coordinate 1. Also, following the patternevidenced in this section, Cases 2 and 3 will be dual.Since we are arguing by contradiction, we will show that each of the cases isimpossible. When this is accomplished, our proof will be complete.9. Part 4: Case 1 of 3In this section, we assume � is RAM and H is ACM. We assume without lossof generality that �1, the coordinate which dominates �, is either 1 or 2.Let y be a point with x(1) < y(1) < z(1) and x < z. We obtain some estimateson �(x; y; z) and �(x; y; z). These estimates assume that the coordinates of allthree points are distinct.First, consider the quantitiese1 = �(B; x; T ); e2 = �(B; z; T ) and e3 = �(B; x; z):These three quantities satisfy the triangle inequality. Furthermore, since � isRAM, we know that �(B; x; T ) > N10�(B; z; T ). Applying the triangle propo-sition, we conclude that �(x) = �(B; x; T ) � �(B; x; z):Now consider the quantities e01 = �(B; y; T ), e02 = �(B; z; T ) and e03 = �(B; y; z).These three quantities satsify the triangle inequality. Furthermore, one of �(B; y; T )and �(B; z; T ) is much larger (by a factor of N10) than the other. This depends onwhich is larger, y(�1) or z(�1). From the triangle proposition, we conclude that�(B; y; z) � maxf�(B; y; T ); �(B; z; T )g:Alternatively, we may write�(B; y; z) � maxf�(y);�(z)g:Now suppose that x < u < z is a chain. We know that N10�(z) < �(u), so that�(B; u; z) � �(u). Since H is ACM, we know that N10h(B; x; z) < h(B; u; z). Ap-plying the triangle proposition, we conclude that h(B; u; z) � h(x; u; z). Therefore,�(u) � h(B; u; z)=r(u) � h(x; u; z)=r(u) � �(x; u; z), i.e., �(u) � �(x; u; z).Recall that G(x) = H(x)�(x)=2. It follows that �(x; u; z) � G(u). The impor-tant fact here is that this estimate is independent of both x and z.For the remainder of this case, we will �x notation for the following points inP6: x = (1; 1; 1), z = (9; 9; 9), v = (5; 0; 10) and w = (5; 10; 0). Note that x and zare just the bottom and top elements of the chain C = fu1 < u2 < � � � < u9g.



24 S. FELSNER, P. C. FISHBURN, AND W. T. TROTTERAs outlined in Section 3, we have the following lower bound on gap(x; z).gap(x; z) > �(x;C; z) = 4Xi=1�(u2i�1; u2i; u2i+1):Since �(u2i�1; u2i; u2i+1) & G(u2i), we can write�(x;C; z) & G(u2) +G(u4) +G(u6) +G(u8):We now turn our attention to the problem of �nding relatively tight upper boundson gap(x; z).To do this, we consider the points v and w, but we need to consider subcasesdepending on the coordinate that dominates �.Subcase 1a. � is dominated by coordinate 1.In this subcase, we note that v(1) = w(1) = 5 < 9 = z(1), so that �(v) >> �(z)and �(w) >> �(z). It follows that �(B; v; z) � �(v) and �(B;w; z) � �(w). Recallthat �(B; x; z) � �(x), so that H(x) � r(x)�(x) � r(x)�(B; x; z) � h(B; x; z).Also, h(B; v; z) � r(v)�(x; v; z) � r(v)�(v) � H(v).Using the property that H is ACM, we know that exactly one of the followingstatements is true:1. H(x) >> H(v).2. H(v) >> H(x).If H(x) >> H(v), we consider the quantities H(x) � h(B; x; z), H(v) �h(B; v; z) and h(x; v; z) and use the triangle property to conclude that h(B; x; z) �h(x; v; z). In this case, we see that �(x; v; z) � r(x)�(x)=r(v).On the other hand, if H(v) >> H(x), then h(B; v; z) � h(x; v; z). In this case,we conclude that �(x; v; z) � �(v). So we may then write:�(x; v; z) � maxfr(x)�(x)=r(v);�(v)g:Applying the same argument to w, we can write:�(x;w; z) � maxfr(x)�(x)=r(w);�(w)g:Therefore, �(x; v; z) � maxfr(x)G(x)=r(v); G(v)g;and �(x;w; z) � maxfr(x)G(x)=r(w); G(w)g:Now we consider the implications of the following inequality discussed �rst inSection 3. �(x;C; z) < minf�(x; v; z);�(x;w; z)g:At this point, the argument depends on the coordinate dominating G. Suppose�rst that G is dominated by coordinate 1. If G is order-preserving, then



POSETS WHICH ARE NOT SPHERE ORDERS 25G(v) =maxfr(x)G(x)=r(v); G(v)g� �(x; v; z)& �(x;C; z)& G(u6) +G(u8)� 2G(v);which is a contradiction.Now suppose G is order-reversing. Then �(x;C; z) & 2G(w) and �(x;C; z) &2G(v), which implies that r(x)G(x)=r(v) >> G(v) and r(x)G(x)=r(w) >> G(w).Thus H(x) >> H(v) and H(x) >> H(w). However, there is no coordinate i 2f1; 2; 3g for which x(i) > v(i) and x(i) > w(i). We conclude thatG is not dominatedby coordinate 1.Because the de�nitions of v and w are symmetric between coordinates 2 and 3, wecan assume without loss of generality that G is dominated by coordinate 2. If G isorder-preserving, then maxfr(x)G(x)=r(v); G(v)g � G(x), but �(x;C; z) & 2G(x).So G must be order-reversing. Now �(x;C; z) & 2G(w), so r(x)G(x)=r(w) >G(w). This implies that H(x) > H(w), so that H must be dominated by co-ordinate 3. This is impossible, because � is dominated by coordinate 1, G bycoordinate 2 and G � H�=2. The contradiction completes the proof of this sub-case.Subcase 1b. � is dominated by coordinate 2.In this subcase, we know from Claim 12 that H is dominated by coordinate 1.It follows without loss of generality that we may assume G is dominated by coor-dinate 1 or 2.Now it is straightforward to verify that:1. �(B; v; z) � �(v).2. h(B; v; z) � H(v).3. h(B; x; z) � H(x)Since H is ACM and dominated by coordinate 1, we know that H(v) >> H(x).Therefore, h(B; v; z) � h(x; v; z), �(v) � �(x; v; z) and �(x; v; z) � G(v).We now consider the implications of �(x;C; z) . �(x; v; z) � G(v). Regardlessof whether G is order-preserving or order-reversing, since G is dominated by coor-dinate 1 or 2, we see that �(x;C; z) & 2G(v). The contradiction completes boththe proof of the subcase as well as Case 1.10. Part 5: Case 2 of 3In this case, we assume � is NC. By Claim 10, H is ACM and dominated bycoordinate 1. Without loss of generality, we may assume that �2, the coordinatewhich dominates �, is either 1 or 2.Claim 13. The function � is ACM.Proof. Suppose to the contrary that � is not ACM. Let x < y < z < w be a4-element chain in P5. Since � is NC, we know �(x; y; w) � �(x; z; w). Since � isnot ACM, we know �(x; y; w) . �(x; y; z), and thus �(x; z; w) . �(x; y; z).



26 S. FELSNER, P. C. FISHBURN, AND W. T. TROTTERSince H is ACM, we know that h(x; z; w) >> h(x; y; w), so that h(x; z; w) �h(y; z; w). Thus �(x; z; w) � �(y; z; w). It follows that�(x; y; z) & �(x; z; w) � �(x; y; w) � �(y; z; w):In particular, �(x; y; z) & �(y; z; w).On the other hand, �(x; y; z) < �(x; y; w) + �(x; z; w) . 2�(y; z; w). It followsthat �(x; y; z) � �(y; z; w).Now let w1 < w2 < � � � < w6 be a chain in P5. It follows that�(w1; w2; w3) � �(w2; w3; w4) � �(w3; w4; w5) � �(w4; w5; w6);and therefore �(x1; y1; z1) � �(x2; y2; z2)for any two 3-element chains x1 < y1 < z1 and x2 < y2 < z2 from P5.Now consider the following points in P6: x = (1; 1; 1), v = (2; 0; 4), u = (3; 3; 3)and z = (4; 4; 4). Since x < u < z is a 3-element chain, we know that �(x; u; z) ��(B;B0; B00) so that �(x; u; z) � r(u)�2(B;B0; B00)=2.On the other hand, �(x; v; z) < �(x; z; T ) + �(x; v; T ). Also, h(B; v; T ) >>h(B; x; T ) implies h(x; v; T ) � h(B; v; T ) so that �(x; v; T ) � �(B; v; T ). Thus�(x; v; z) . 2�(B;B0; B00).In turn, this implies that �(x; v; z) . 2r(v)�2(B;B0; B00), and thus r(u) . 2r(v).However, r(u) >> r(v). The contradiction completes the proof.Claim 14. For all 4-element chains x < y < z < w,�(x; y; w) � �(y; z; w) � �(w):Proof. Since � is NC, we know that �(x; y; w) � �(x; z; w). Thus h(x; y; w) <<h(x; z; w). This implies that h(x; z; w) � h(y; z; w) and �(x; z; w) � �(y; z; w). Itfollows that �(x; y; w) � �(y; z; w).Observing that this pattern holds for any 4-element chain, we may also concludethat �(w) = �(B;B0; w) � �(B0; x; w) � �(x; y; w):So for chains, the behavior of � depends only on the last coordinate. The nextclaim extends this to certain triples which are not chains.Claim 15. If x(1) < y(1) < z(1), x(2) < z(2) and y(2) < z(2), then�(x; y; z) � �(z):Proof. Since � is ACM and dominated by coordinate 1 or 2, we know that�(B;B0; z) = �(z) >> �(y) = �(B;B0; y):Thus �(z) � �(B; y; z).Similarly, we know that �(z) � �(B; x; z). Now H is dominated by coordinate 1,so h(B; y; z) >> h(B; x; z). Thus h(B; y; z) � h(x; y; z) and �(z) � �(B; y; z) ��(x; y; z).



POSETS WHICH ARE NOT SPHERE ORDERS 27Now we consider the following points in P6: x = (1; 1; 1), v = (2; 0; 5), u = (3; 3; 3)and z = (4; 4; 4).From Claim 15, it follows that �(x; u; z) � �(z) � �(x; v; z). Thus �(x; u; z) �r(u)�2(z)=2 and �(x; v; z) � r(v)�2(z)=2. This requires r(u) . r(v). Since u(1) >v(1), we know that r(u) >> r(v). The contradiction completes the proof of Case 2.11. Part 4: Case 3 of 3In this case, we assume that H is NC and � is RAM. Because this case isdual to Case 2, we outline only the statements necessary to complete the proof. Ofcourse, the key idea here is to focus on the function K.From Claim 11, we know that � is dominated by coordinate 1. So �rst, we provethe following claim.Claim 16. The function K is RAM.The reader should note that the proof will hinge on the situation where h(x; y; z)is nearly constant for all 3-element chains x < y < z. But this will lead to acontradiction by considering the same four points as in the proof of Claim 13.Next, the following claims are established.Claim 17. For all 4-element chains x < y < z < w,h(x; y; w) � h(x; z; w) � H(x):Claim 18. If x(1) < y(1) < z(1), x(2) < z(2) and x(2) < y(2), thenh(x; y; z) � H(x):To complete the argument, we consider the following points: x = (1; 1; 1), u =(2; 2; 2), w = (3; 0; 5) and z = (4; 4; 4). In this case, we conclude that�(x; u; z) � h2(x; u; z)=2r(u) � H2(x)=2r(u);while �(x;w; z) � h2(x;w; z)=2r(w) � H2(x)=2r(w):Thus, we must have r(w) . r(u). Instead, we know r(w) >> r(u). With thisremark, the proof of Case 3 and our principal theorem is complete.12. Concluding RemarksNot surprisingly, our original proof was quite di�erent from the one given here.It was speci�c to the plane and showed only that there was a �nite 3-dimensionalposet that was not a circle order. Many details of this approach did not extend tothe general problem, and some new techniques were necessary to work around theapparent obstacles. In the end, the proof of the general result is simpler.It is tempting to conjecture that there is a poset of modest size, say at most 100points, which is not a sphere order. Certainly, new ideas will be required to provethe existence of such a poset.One interesting open problem remains.Question 3. Does there exist a �nite poset P so that P � n is a circle order forall n � 1 but P� N is not a circle order?
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