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Abstract. As results of 3d sensors using the "time of flight” technology we get noifenration of the shape of objects

together with intensities. From the mathematical point of view these informat@acalar fieldd andl.

For filtering and smoothing of images we minimize a Mumford-Shah funatibg solving the boundary value problem of
the relevant Euler-Lagrange equations.

For the numerical solution of the boundary value problem we use a finiteneodiscretization and we solve the resulting
nonlinear equation system on the finite volume grid by Newtons method astetiigest descent method.
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INTRODUCTION

In the shape-from-shading problem, the intensity imagesofréace S, is given as an input. We assume that the surface
has an uniform albedo and the reflectance of the surface pronal to the cosine of the angle between the surface
normal and the direction of the light source (Lambertiariagie). As another assumption we have an illumination of
the surface by a single distant light source. Shadows afidefkdctions can be neglected and the direction of the light
source is known. The problem consists of determining theeslo&S by calculating the distance of the points on the
surface relative to some reference plane normal to the mgwirection. Letl denote the observed image intensity
defined over a domaif® contained in the reference plane. [S3e defined by the functiofi: Q — R. Note that the
definition of f depends on the choice of the reference planeNLdénote the outward surface (unit) normal and let
denote the unit vector in the direction of the light sourdee the reflectance map is of the form

R=yN-I. 1)

If the image intensity is normalized we haye-= 1.

FUSION OF RANGE AND SHAPE

Fusion without regularization

Firstly we consider fusion without regularizatiash: Q — R denotes the range data coming from a 3d sensor. For
the fusion of range and shape we have to minimize the furation

F(1) = [1(f -+ a2(R(f) - 1) dQ, @
Q
and @ € R is weighting parameter) in the case of Lambertian surfachave withl = (11,15, 13)
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(the subscript, y,... denote the partial derivatives). The functional (2) ist siraplest way of the combination of
image irradiance equation

(—fxl1 — fyla+13) 3)
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with the range data. As a convention for a compact notatiomweducels, 1, R as the gradient dR with respect to
the variabledy, fy and this results in
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The necessary condition for the minimumFref
iF(f +&V)|g=0=0
de £=0=

implies the Euler-Lagrange equation
—-0-v=d-f inQ (5)

with
V =a?R-1)0¢ 1R

and the boundary condition
v-V=0 onodQ, (6)

wherev denotes the outward normal to the bounda€y.

Regularization and discontinuity preservation

If we add a regularization term of the form
JUot+ |04, do
Q
on the functional (2) we have the effect that meaningful aigimuities of the shape will be smoothed. If the
discontinuities should be preserved in [2] the functional

é:/[(f—d)2+a2(R(f)—I)2]dQ+/\4/[|Dfx\2+|ny|2]dQ+[3\F| 7)
o\r

was proposed, wheffe stands for the locus of the surface creases|ahdenotes the length df. The functionalG
has to be minimized ovelr with a minimal|l'|. A andf3 > 0 are given parameters. The minimization of (7) is difficult
to realize and following [3] the terdf | is replaced by
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where the continuous scalar fiedglaries between zero and one and may be interpretd as theyiityhaf the presence
of . The term (8) can also be interpreted as blurring afith a blurring radius ofp. The introduction of term (8)
instead ofi'| requires the modification of the second integral of (7)

/[|Dfx|2+|ny|2]dQ — /[\Dfx|2+|ny\2](1—s)2dQ.
o\r 0
Thus we have to minimze the functional
G(f,s = /[(f—d)z—kaz(R(f)—l)z]dQ
Q
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The evaluation of the necessary conditions for the miniméi@ o
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implies after a longer technical computation the boundaityer problem with the equations
s 4 ) ) 1
—D-Ds+ﬁzﬁ[|ﬂfx| + |01y ](1—s)—D-W=ﬁ(d—f) (10)
in Q and the boundary conditions
v-Os = 0 (11)
fvv == 0 (13)

on dQ and f,; = 0 at corners ofQ. The subscriptyy and t stand for the derivatives in the outward normal and
tangential directionWV is here the vector field

_a? 0-[(1—s)20f]
W= —(R—1)0y f,R— (D-[(l—s)Zny]> . (14)

NUMERICAL MODEL

The numerical solution procedure for the systems (5) anyl (10) consists in

1) spatial discretization blyV/FD-method, and
2) nonlinear system solveteepest descent/Newton’s method,

where the relevant boundary conditions close the nonliagaation systems. The discretization of the mixed deriva-
tives of the elliptical main part of the equations was dorlefzng the recommendation of [1] to preserve the M-matrix
property of the resulting stiffness matrix of the main pastdetization.

To get appropriate approximations for an initial iterateN&wton’s method we use, for example in the case with
regularization, some iterations based on the equations

of 1
S = W (d—1)
4
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Ct, Cs are constants controlling the rate of gradient descent &ndn artificial time parameter.

QUALITATIVE PROPERTIESOF THE PROBLEM AND THE DISCRETIZATION

It is possible to show the existence of a solution of the mimimproblems supposing regular regiosbut the
uniqueness is not given. For the existence proof one argiieshe the existence theory of the strong monotony and
local Lipschitz continuity of the differential operatorh& consistence of the FV/FD-approximation is a canonical
result of the construction based on the GauR-Ostrogradskiuia.

RESULTS

In the following we show some results of the application & fhision problem with regularization for constructed
shapes. The fig. 1 show the ideal image with discontinulgé¥@nd the result of the solution of the boundary value
problem (10), (10) (right) starting with a very noise imadele shape. The fig. 2 show the ideal image of a smooth
shape (left) and the result of the solution of the boundahyesproblem (10), (10) starting with a very noise image of
the shape. The handling of images generated by a time-bft-Bgnsor are now under consideration.



FIGURE 1. Shapes with discontinuities

FIGURE 2.  Smooth shapes

CONCLUSION

With the solution of the boundary value problem with the Edlagrange equations of the Mumford-Shahtype
functionals a promising method for smoothing and filterirfgnoisy sensor data is given. The steepest descent
method was successful but the convergence rate is poor.odeanethod was successful if the initial iterate was
of a "good quality”. On fine grids both methods are computelaot very efficient. These problems could be solved
using multigrid techniques which require the problem solubn coarse grids only. For the implementation of these
methods, for example on safety engineering units there tmidtrther investigations for the improvement of the
numerical solution methods up to real time applicationss Will be the focus of our further investigations.
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