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Abstract

This paper is concerned with generalizations and specific applications of the coorbit
space theory based on group representations modulo quotients that has been developed
quite recently. We show that the general theory applied to the affine Weyl-Heisenberg
group gives rise to families of smoothness spaces that can be identified with a-modulation
spaces.
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1 Introduction

In recent years, the construction and the application of frames has become a field of increasing
importance [4, 11]. In general, given a Hilbert space H, a collection of elements {e;};c7 is
called a frame if there exist constants 0 < A; < Ay < oo such that

Al <K Fsedml < Azl fll3y (1.1)
i€

In contrary to the classical Riesz basis setting, the representation of an element in the Hilbert
space by means of the frame elements is not necessarily unique, i.e., the frame approach al-
lows some redundancies. In some applications, these redundancies might be a disadvantage,
however, usually this weak point is more than compensated by an enormous gain of flexibility.
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This higher flexibility which, e.g., allows very natural constructions of frames on manifolds, is
one of the reasons why many people have been attracted by the frame approach for designing
robust methods in innovative applications. The foundation of modern frame theory in Banach
spaces was layed by Feichtinger and Grochenig in a series of papers [16, 17, 18, 19]. Given a
Hilbert space H, the first step is to find a suitable group G that admits a (square) integrable
representation in H and therefore gives rise to a generalized (continuous) wavelet transform.
Then, so—called coorbit spaces can be defined by collecting all functions for which this wavelet
transform is contained in some weighted L,-space. Finally, a judicious discretization of the
representation produces the desired frames for the coorbit spaces. This approach works fine
on the whole Euclidean plane and covers, e.g., the classical wavelet and Weyl-Heisenberg
frames. In two recent papers [9, 10], three of us have developed a generalization of the Fe-
ichtinger /Grochenig theory to quotient spaces. Moreover, [35] contains a generalization into a
different direction, which covers classical coorbit spaces restricted to elements that are invari-
ant under the action of symmetry groups. A further development that starts with a general
abstract frame was provided by two of us in [25]. In [37] the classical coorbit theory was
generalized with the aim to treat also quasi-Banach spaces.

The main ingredient in [9, 10] was the concept of representations modulo quotients as, e.g.,
developed by Ali et al. [1, 2, 3] and Torresani [42]. This approach can be used to construct
Gabor frames and modulation spaces on the spheres, see again [9, 10]. However, there is
another possible application of the general coorbit space theory modulo quotients that we
want to discuss in this paper, namely the construction of new smoothness spaces. It is well—
known that the coorbit spaces associated with the affine group are the Besov spaces [26, 43, 44],
whereas the smoothness spaces related with the Weyl-Heisenberg group are the modulation
spaces [29]. Therefore one natural idea would be to construct some mixed forms of smoothness
spaces, i.e., spaces lying ‘somewhere in between’ Besov and modulation spaces. Following the
Feichtinger/Grochenig approach, the first step would be to find a group that contains both,
the affine and the Weyl-Heisenberg group, and square integrable representations generated by
combinations of dilations, translations, and modulations. One possible candidate would be
the so—called affine Weyl-Heisenberg group. Unfortunately, as shown by Torresani [40], no
representation of this group is ever square integrable. However, one possible remedy has been
suggested in [9, 10, 32, 40, 41]: why not factoring out a suitable closed subgroup and work
with quotients? Then, by varying the subgroup and/or specific Borel sections we obtain indeed
some kinds of mixed spaces.

The aim of this paper is twofold. First, we want to generalize the coorbit theory in [9, 10]
in order to fill some gaps that have been left before:

e We show that the whole analysis can be carried out even if the quotient space does not
possess an invariant measure.

e As proposed in [25], we generalize the theory from the strictly square integrable to the
square integrable setting.

e We explain how some technical assumptions made in [9, 10, 25] can be satisfied in practice.

Secondly, we want to apply the whole machinery to construct and to analyze certain mixed
smoothness spaces:

e We show that factoring out a natural subgroup of the affine Weyl-Heisenberg group,



equipped with specific sections, indeed produces a square integrable representation.
Hence, the associated coorbit spaces, i.e., the mixed smoothness spaces, are well-defined.

e We prove that it is possible to construct suitable Banach frames for the coorbit spaces.

e We discuss the relations of these smoothness spaces to classical function spaces such
as modulation spaces [29] and Besov spaces [26, 43, 44]. Moreover we show how a—
modulation spaces [13, 14, 20, 23, 27, 32, 34, 38|, that include Besov and modulation
spaces as particular cases, are fully characterized by our construction.

Our paper is organized as follows. In Section 2, we collect some basic facts on square integrable
group representations modulo quotients as far as they are needed for our purpose. Then, in
Section 3, we introduce and discuss the associated coorbit spaces. The presentation essentially
follows the lines of [9, 10], however, the nontrivial operator A, occurring in our setting requires
special care. In particular, it turns out that two different scales of coorbit spaces have to
be considered. Section 4 contains the main results of this paper. We state and prove a
decomposition and a reconstruction theorem and establish the frame bounds. To this end,
we have to introduce and to analyze certain approximation operators. We also show that
specific coverings of the embedded quotient that are needed always exist. In Section 5, the
abstract theory developed so far is applied to the affine Weyl-Heisenberg group. We show
that factoring out a certain subgroup yields a square integrable setting. Then, we prove that
all the integrability conditions on the kernel and the oscillating part can be satisfied, so that
we have established the coorbit spaces and the associated Banach frames. Finally, in Section
6 we show that such coorbit spaces coincide with certain a-modulation spaces and derive
corresponding Banach frames and atomic decompositions by an application of the general
discretization machinery illustrated in Section 4.

2 General Theory

Let G be a locally compact group with left Haar measure v and let H be a separable Hilbert
space. A strongly continuous unitary representation of G on H is a mapping U from G into
the unitary operators on H for which U(gg) = U(g)U(g) for all g, € G and the mapping
g — U(g)f is continuous for all f € H. Further, we say that U is square integrable if there
exists ¢ € H\{0} such that

/G .U g2 (g) < .

For the classical integral transforms like the short time Fourier transform and wavelet trans-
form related to the reduced Weyl-Heisenberg-group and the affine group, respectively, the
representations in question are in fact square-integrable. However, for integral transforms re-
lated to group representations on Ls-spaces on manifolds, for example on the sphere, square
integrability fails to hold. In other words, the corresponding group is too large.

A way to overcome this fact, is to make the group G smaller, i.e., to factor out a suitable
closed subgroup H. In this way, we restrict the representation to a quotient X := G/H. The
space X always carries a natural measure. There exists a G-invariant Radon-measure p on
X, which is unique up to multiplication with a constant, if and only if Ag|H = Ay, where
A denotes the modular function of G. In the general case one still has a suitable substitute,
called a quasi-invariant measure. Suppose that u is a Radon measure on X. Then for g € G



the translate pg is defined by py(E) = u(gFE) for a measurable set E. If all measures pg,9 € G
are equivalent, i.e., they have the same null sets, then p is called a quasi-invariant measure.
If there exists a continuous function A : G x X — (0,00) such that dug(x) = Mg, z)du(x) for
all g € G,z € X then p is called strongly quasi-invariant. The function A satisfies the cocycle
property [21, formula (2.60)]

Agg,x) = Mg, gz)A(g, 2)-

Every pair G, H admits a strongly quasi-invariant measure. For its construction we refer to
[21]. In the following, we drop the indication of the measure p when writing L, (X).

Since the representation is not defined directly on X (unless H is a normal subgroup and
the kernel of the representation) we need to introduce a section o : X — G which assigns to
each coset a point lying in it. In other words, if Il : G — X denotes the canonical projection
then Il o 0 = id. In general the section o cannot be chosen to be continuous but it is always
possible to choose it measurable or even continuous on some dense open subset of X. However,
in many examples the section will be continuous. The action of an element g € G on o(z) for
x € X can be written as

go(z) = o(gr)h(g,z)

for some element h(g,z) € H which clearly is given by

h(g,x) = o(gz) 'go(x). (2.1)

Let a quasi-invariant measure g on X and a section ¢ be given. Then a unitary represen-
tation U of G on H is called square-integrable modulo (H,o) if there exists a function ¢ € H
such that the self-adjoint operator A, : H — H (dependent on o and 1) weakly defined by

Af = /X U0 (2) )y U0 () dia(z),

(Aot ghn = /X (U0 (@) 6) 3 U0 (@), g dux) Tor all fg € M (2.2)

is bounded and has a bounded inverse A;!. Then we have that

(Ao f, f)n /|ﬂ YY) |*dp(z) < oo for all f € H. (2.3)

The function v is called admissible. If A, is a multiple of the identity then v is called strictly
admissible.

In [9, 10] the investigations have been carried through under the assumption that A, is a
multiple of the identity. However, for many applications, e.g., the wavelet transform on the
sphere, it turns out that this assumption is not necessarily true. Therefore one aim of this
paper is to generalize the approach in [9, 10] to more general operators A,, see also [25].

The wavelet transform or voice transform is defined by

Vpf(x) = (f,U(o(x)P)n, =X



By (2.3), we have that Vi, f € Lo(X). The main ingredient in the coorbit space theory is a
reproducing formula. In the case that A, is a multiple of the identity one uses Vj, to define
the reproducing kernel. In the general case we define a second transform

Wyf(z) = V(A7 flle) = (A fUle@))n = (f, A7 U(o(@))n, =€ X.
Using A;'f and A 'g instead of f and g in (2.2), respectively, we obtain that

<f7g>7'f = <W¢f7vwg> = <V¢f,W¢g>, fageHa (24)
where (-,-) = [ F G(z)dp(z) whenever the integral exists. By (2.4), we see that
Vof(a) — (f U = (o] WUl = 55,7 )
Wyf(z) = (f.AZU@)e) = (Wpf,WyU(o(@)y)) = (Wyf, R(z,-),

where

R(z,y) = Ry(z,y) == WyU(a(@)P)(y) = (A, U(a(@)d,U(o(y))¥). (2.5)
Clearly, R(y,x) = R(z,y) for all x,y € X. Moreover, we have for all z,y € X that
|R(a, )| < A [4][3- (2.6)

The following facts on square-integrable representations & modulo (H, o) and admissible func-
tions ¢ are well-known, see [2, Theorem 7.3.1].

e The set
Se :={U(c(z)) : z € X} (2.7)
is total in H, i.e., S3 = {0}. Since A4, is continuously invertible, we see that also the set
AZY(S,) = {A;U(o(2))y : z € X} is total in H.

(o2

e The mappings Vy, and W, are bijective mappings of H onto the reproducing kernel
Hilbert space

My :={F € Ly(X) : (F,R(z,-)) = F(z) a.e.}.

e By (2.4), the mappings Vw : Lo(X) — H and Wd} : Ly(X) — H defined by

WP = [ Fa () du(z),
WyF = /F )¢ dp(z),
(VuF. g = (F.Wag), (WuF.g)n = (F,Vyg) (2.8
fulfill
VyVyF(x) = (F,R(z,-)), WyWyF(z) = (F,R(z,-)) forall F € My
and

f=VyVyf, f=WyWyf forall fcH.
Clearly, they are adjoint mappings, Vw = WIZ and VT@ = VJ.



3 Coorbit spaces

The coorbit spaces that we will define are smoothness spaces on some manifold. In order to
measure smoothness we will also need to plug in weight functions on X. For technical reasons
we assume in the following that G and, hence, also X = G/H is o-compact.

For some positive measurable weight function v on X and 1 < p < o0, let

L, ,(X) := {f measurable : fv € L,(X)}

with the natural norm

e = ([, rf<w>rpv<x>Pdu<x>)l/p, | <p<oo,

[f|Lw,w = ess sup |f(z)|v(z).
zeX

The generalized Young inequality (Schur test) for L, , will be a major tool in the sequel:

Theorem 3.1. Let K be some kernel on X x X. We associate to K the integral operator

K(F)() = /X K (2, y)F(4)dpu(y).

If K satisfies

ess sup [ K (.0) 2 d(y) < Crc < ox, (3.1)
zeX JX U(y)
then K is a continuous operator on Lo o(X). If K satisfies
ess sup/ |K(x,y)|Md,u(x) < Ck < 00, (3.2)
yeX JX U(y)

then K is a continuous operator on L1 ,(X). If K satisfies both (3.1) and (3.2) then K is a
continuous operator on Ly, ,(X), 1 <p < oo, and satisfies

IK(F) L, x) < CrllFL,.x)- (3.3)

For the proof see e.g. [10].

First we need to introduce the “reservoir” for our coorbit spaces. To this end, let w be
some weight function on X satisfying w(z) > 1 for all z € X. Throughout this paper, we
impose the fundamental condition

w(zx)

ess Sg;/x \R(w,y)]@ du(z) < oo. (3.4)

For ¢ € H with property (3.4) (for R = Ry) we define the spaces

Hl,w = {f eH: Ww(f) S L17w(X)},
’Cl,w = {f cH: Vw(f) S Ll’w(X)}
with norms
[l = Wy S llLrw,  1fllkrw = Ve fllLr (3.5)



respectively. By (3.4), the sets S, and A;lso are contained in Hy,, and Ky, respectively.
Since these sets are total in H, we conclude that H;,, and Ky ,, are dense in H. Moreover, we
have by (2.4) that

112 = /X Wl Vi duta) < [ Wof|Vaflduta)

and since w(z) > 1 and |V f| < || fllsell¥ll2e, [Wy fI < 1f I [[IAS [ 191130, we obtain that

1l < Wl Fller s Wl < bl HTAGH I iy, -
Thus, both H; 4, and Ky, are continuousely embedded in H.

Remark 3.2. In particular, Hy ., and K1, are Banach spaces. In fact, if (fp),cN 45 @ Cauchy
sequence in Hyw, then (F,) = (Wy fr) is a Cauchy sequence in Ly ,(X). Therefore, there exists
F € Ly (X) such that F,, — F. Since f, € H we have (F,, R(z,-)) = F,(x). By (3.4) and
the generalized Young inequality, the application of the kernel R is a continuous operator on
L1 (X) yielding

F(z) = (F,R(z,")). (3.6)
¢From (3.6), (2.6), and the fact that w(y) > 1 we obtain immediately that F' € Loo(X) N
L1.w(X) C La(X). Therefore there exists f € H such that F' = Wy f and since F' € Ly ,(X)
we have f € Hy . Similarly it can be shown that Ky, is a Banach space.

Introducing the anti-dual spaces H’Lw and IC’Lw (the spaces of all bounded conjugate-linear
functionals on H; ., and Ky, respectively) we thus have the continuous embeddings

Hiw € H C Hiy, (3.7)
Kiw € H C K.

(Hereby we identify an element f € H with a functional in H} ,, by (f, 9>H’1,MXH1,w ={f,9)n,
g € Hi,w.) Moreover, Hj , is norm dense in H and H is weak-* dense in H’Lw, and similarly
for Ky 4, and IC’Lw. In other words, (HLw,H,H’Lw) and (Kl,w,H,IC’Lw) form Gelfand triples.
By definition, we see that H; ., = A;K; , and therefore IC’Lw = A} ,1,w‘

We can extend the operators Vy, and Wy, to Hy ,, and K, respectively, by setting

V¢f(£) = (fﬂu(o'(x))wh'{’l’wXHLw?
Wof@) = (FAZ U@ = (A7) FUGE) G, xr00:
By (3.4), these expressions are well-defined. Further, we conclude by the following inequality

Vo flLwnyw = e SggIVlzzf(w)lw(:E)_1 = ess Sg}g|<fau(0'(x))7/)>H’1’wa1,w|w(x)_l

IN

£ [l , ess sup et (o () 134y, w ()

= Wl s sup [ o)) A2 dinto) < C Sl
’ rzeX JX ’LU($)

that Vi : H) ,, — Loo,1/w(X) is a continuous operator, see also [25, Lemma 1]. In a completely
similar way, we can show that Wy, : IC’Lw — Lo /w(X ) is a continuous operator. Now the

operators Vw and Ww in (2.8) can be weakly extended to L 1/, (X) by

<‘7¢F7 g>'H’1’w><'H1,w 1= (F, Wi/)g> ) <W1ZJF7 g>lC’17w><lC17w = (F, ng>7 F e Loo,l/w' (3.8)

7



By following the lines of the proof of Lemma 2 in [10], it can be shown that both, VT@ and f/,z,,
are bounded operators on L, 1/,(X). Then we obtain for F' € Loo,l/w(X) that

VyVyF(z) = (VuF U@, s, = (B WeU(o(@)y)) = (F.R(z,-),  (3.9)
Wy Wy F(z) = <W¢,F,A;1U(a(4p))¢>,q’wx,clyw = (F, V(A7 U(o(2))0)) = (F,R(x,-)).

By (3.8) we have for f € H},, and g € Hy,, that

VeV fs O, xrw = (Vi f, Wyg). (3.10)

Now we introduce the coorbit spaces. Let v be a positive measurable weight function on
X (not necessarily v(z) > 1) and let

v(x) v(y)}
m(x,y) ;= max —=, —= ¢ .
o s=man {55, 15
We impose the fundamental condition
sup [ [R(a.y)miz.y) dule) < Cp < x. (3.11)
yeX J X

Remark 3.3. Since |R(z,y)| = |R(y,z)|, the condition that the left-hand side of (3.11) is
uniformly bounded is equivalent to

v(x) v(z)
sup /X R S dula) < oo and sup / Rl i dut) <o (.12

Indeed, it is obvious that (3.11) implies (3.12). For the converse observe that (3.12) implies

sup/!ny)\m(xy)du <sup/\Ra:y< ©) | ()>du(fc)

yeX yeX ) ( )
< sup/ |R(z,y)] +Sup/ |R(y, x du(z) < oo.
yeX yeX

The conditions (3.12) imply by Theorem 3.1 that F' — (F, R(z,-)) is continuous on L, ,,
1 < p < oo. Additionally, we require that there exists a weight function w associated to v
satisfying condition (3.4), w(x) > 1 for all z € X, and

{<F7R($v )> cFe LP,U} - Loo,l/w (313)
forall 1 <p < oo.

Remark 3.4. i) If v(z) > 1 then the choice w(x) = 1 is valid. Indeed, if F € Ly, then
Holder’s inequality with 1/p+1/q =1 and (2.6) yield

|/F xydu|</|F () IRz, )| du(y)

([ 1PwP e Rl ) v (/. 1rtw.) du(y)>l/q

<
111/ 2/p Ha
< AP ol I1F ]l e </X|R(w,y)lm(x,y)du(y)> < ClF|ze.

8



Moreover, (3.11) clearly implies (3.4) if w = 1.

ii) In the general case (no lower bound on v) we will show later in Lemma 4.5 that under some
conditions on v and R needed also for the discretization method there exists a natural choice
of a weight function w associated to v satisfying (3.13).

For 1 < p < oo we define the coorbit spaces

Hpo = {f € IC/l,w : Wd}f € Lp,U(X)},
ICp,v = {f € Hll,w : wa € LP,U(X)}

with norms

10 = IWo fliLpws I liyn == Vo fllz,.-

These are really norms since | f||x,, = 0 implies Vi, f = 0 which in turn implies f = 0 since
{U(o(x))y : x € X} is total in Hj,, (see Theorem 1 in [16, 25]) and similarly for the second
norm.

The basic ingredient in the coorbit theory is a correspondence principle between the spaces
Hp,vs Kpw and certain subspaces of functions on the coset space X, which are defined by means
of the reproducing kernel R. For 1 < p < oo and v with property (3.11) let

Mpy :={F € L,,(X): (F,R(x,-)) = F(z) ae. }.

By the generalized Young inequality, the expression (F, R(z,-)) defines a function in Ly, ,(X).
The correspondence principle can now be formulated analogously to Theorem 3.1 in [9] as
follows.

Theorem 3.5. Let 1) € H be given such that the corresponding kernel R satisfies (3.11).
i) The following relations hold true

<V¢f7 R(J}, )> = V¢f(£), f € ]Cp,vy
(Ww.ﬁ R(J}, )> = Wwf(x), f € Hp,vy
e, Vipf, Wy f € Mp,.

ii) For every F € M,,, 1 < p < oo, there exists a uniquely determined element f € K, ,
such that F' = Vy f and a uniquely determined element f € Hy, such that F'= Wy f.

iii) Both (Hpv, || - 11,.) and (Kpu, | - l|x,..) are Banach spaces.

Proof: i) Since K, , is a subspace of H} ,, and H,,,, is a subspace of K , it is enough to prove
the assertion for H} ,, and K} ,,. For these spaces, however, the result is shown in Lemma 3 in
[25] (using the o-compactness of X).

ii) By (3.13) we have that M, , C Lo 1/4(X). By (3.9) we obtain that F' = Vi (Vi F),
where V F € H} ,, and since F' € L ,(X) also VyF € K. The uniqueness condition follows
by definition of K, ,. To show the assertion for ' = W, f, f € H, ,, we can follow the same
lines.

iii) It follows from i) and ii), for example, as in the proof of [16, Theorem (Properties of
coorbit spaces)| or [25, Proposition 2]. [ |

By (3.9) we see that V,,V, and W Wy, are identities on M,, . Since we have for f € Kpy
that Vy, f € M, it follows Vi,V Vi f = Vi f. Now V, is injective on Hll,w so that V,,Vy, is the
identity on K, ,. Similarly we obtain that W¢W¢ is the identity on H, ,.



Remark 3.6. i) (Equivalence of H,,, and Cp,) By [25, Proposition 3], if

ess sup / U0 (@), U (o () ) [m(, y)du(z) < oo (3.14)
xeX JX
and
ess sup / AU o (2) ), A U (o ()8 m(e, y)dpu(z) < oo, (3.15)
xeX JX

then Hy, ., = Kp for all p € [1, 00] with equivalent norms. In this case the continuous frame S,
introduced in (2.7) is called intrinsically localized (with intrinsically localized canonical dual).
We refer to [25] for details on the theory of localized continuous frames and their properties
for the characterization of generalized coorbit spaces.

ii) (Independence of ¢) Let ¢, € H\{0}. Suppose that (3.14) and (3.15) hold both for ¢ and
Y, and additionally

e fess s [ [04(o )0 UCo ()o)] i ) )

esssup [y [(U(o(x)), U(o(y))e)| m(z,y) du(x)} < o0

yeX

then H, » (= KCpy) does not depend on whether we take ¢ or for its definition (with equivalent
norms for ¢ and 1)), see [10, Lemma 3] and [25, Proposition 4].

4 Main Results

In this section, we state and prove the main results of this paper, i.e., we show that judicious
discretizations of the continuous wavelet transform give rise to atomic decompositions and
Banach frames for the coorbit spaces introduced in Section 3. The corresponding Theorems
4.6 and 4.7 are presented in Subsection 4.1. The proofs are based on certain discretizations
and approximations which are also introduced in Subsection 4.1.

4.1 Discretizations and Approximations

The main aim of this section is to discretize the continuous transform Vy, i.e., to arrive at an
atomic decomposition of the coorbit spaces or even to construct coherent Banach frames of
the form {U(o(x;))y : x; € X}.

A major tool is that of a bounded uniform partition of unity. This tool is well-established
on groups, see [12]. However, we need an adaption to homogeneous spaces. In the following
we fix a section 0. A sequence (x;);c; C X is called U-dense if

Ueo@)U o o(X) (4.1)

el

for some relatively compact neighborhood U of e € G with non—void interior and it is called

relatively separated, if

sup#{i€l:g€o(x;)L} < CL <o (4.2)
geG

for all compact subsets L C G.

10



Remark 4.1. The finite overlap condition (4.2) is equivalent to

sup#{i € I : o(x;)LNo(x;)L #0} < Cf, (4.3)
Jjel
possibly with a different constant Cp, from that of (4.2). Indeed, assume (4.2) and fiz j. One
has o(z;)L N o(z;)L # 0 if and only if o(z;) € o(x;)LL™L. Then by (4.2) the number of such
i cannot exceed Cpp—1. Conversely, assume (4.3) and let g € o(xj)L. Then clearly g € o(x;)L
for at most Cr, different indices i by (4.3). Thus, (4.2) is satisfied.

We have the following theorem.

Theorem 4.2. There exist relatively separated and U-dense sequences (x;)ic; C X for all
(o —compact) locally compact groups G, all closed subgroups H and all relatively compact neigh-
borhoods U C G of e € G with non—void interior.

Proof: We adapt the proof in [33]. We assume here that G is o—compact. For the general
case one has to use Zorn’s lemma.
Consider Gy := J,,cy U™ This is an open and hence closed subgroup of G. Then G is the
disjoint union G = |J,.g sGo, where S C G is a countable set by the o—compactness of G.
First we construct a covering

Ny
sUNo(X) C U o(z;))UNo(X)
i=1

by the following procedure: if L; := sU No(X) # (), then we choose a point z1 € X such that
o(r1) € Ly. Next we form Ly := (sU \ o(z1)U)No(X). If Ly # 0, then we choose z2 € X such
that o(z2) € Lo and so on. Let W2 C U with W = W~!. Then our process terminates after

Ny <v((sUNa(X))W)/v(W) (4.4)
steps with (sU \ Uf\gl o(z;)U) No(X) = 0 by the following argument: we see that
o(z;)Wno(z)W =0, i#j. (4.5)

The contrary would imply o(z;)w; = o(z;)ws for some wy,wy € W, i.e., o(x;) € o(z;)W? C
o(x;)U which is not possible by construction. Further, we have by construction for all i =
1,..., Ny that o(z;))W C (sU No(X))W and consequently

N1
o)W c (sUno(X)W.
i=1
Together with (4.5) this implies (4.4).
Next we consider Ly, 11 := (sU2\ UY, o(2:)U) No(X). If Ly, 11 # 0, then we choose
TN, +1 € X such that o(xn,+1) € Ln,+1. Continuing like this we obtain a covering of sGo N
o(X) of the form

sGono(X) c | o(z)U.

1€ls
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and performing this for all s € S we get a covering of o(X) of the form
o(X) c|Jo(e)U
el
with some countable index set I.
Finally we prove that (x;);cs is relatively separated. For an arbitrary compact set L let
g € o(x;)L. Then o(x;) € gL™" and o(z;)W C gL~ *W. If g € o(x;)L for some j # i then

clearly o(z;)W C gL~'W. Hence, regarding (4.5), the number of z;’s such that o(z;)W fits
into gL ='W is bounded by Cf, := v(L~'W)/v(W). This completes the proof. [ |

Remark 4.3. Condition (4.3) means that the family {o(x;)U }ier is an admissible covering
in the sense of [20], Def. 2.1. Therefore, we may conclude from Lemma 2.9 in [20] that there
exists a splitting I = J;° | I such that

o(x))UNo(x;)U=0  fori,jel, andi# j. (4.6)

It is standard to construct a bounded partition of unity corresponding to some U-dense
and relatively separated sequence (z;);cy, i.e., a sequence of (continuous) functions ¢;,i € I,
on G such that

(a) 0 < ¢i(g) <1forall geg,
(b) supp¢; C o(z;)U,
(€) Dicr®ilo(x)) =1 for all z € X.
For shorter notation we define 7; := ¢; o 0. Also we introduce the following subsets of X:
X, ={reX:o0(x)€o(x)U}

Clearly, these sets form a covering of X with uniformly finite overlap. Moreover, we observe
that x; € X; and suppr; C X;.

Lemma 4.4. i) It holds X; C o(x;)II(U).
ii) If o(o(x;))II(U)) C o(z;)U then o(z)IL(U) = X;.

Proof: i) Let x € X;. Then there exists u € U such that o(x) = o(x;)u. Thus, with h as
defined in (2.1) we obtain

u = o(x;)Lo(z) = o(o(x;) 2)h(o(z) 7L ).
Since Il o 0 = id and h(o(x;)"',2) € H, application of II yields II(u) = o(x;) 'a, i.e.,
x = o(x;)I(u).
ii) We only need to prove o(z;)II(U) C X;. Let x = o(x;)II(u) for some u € U. Then our
condition implies o(x) = o(o(x;)II(u)) = o(z;)u’ for some v’ € U. Thus, z € X;. ]

In order to carry through the discretization machinery we have to impose the following
condition on the weight function v. We require that

—= <D forallz,ye X;, 1 €1 (4.7)
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for some constant D < oo that is independent of ¢ € I. In particular, v is bounded on X;. In
the terminology of Feichtinger and Grébner [20] this means that v is moderate with respect to
the covering { X, }icr.

For some relatively compact set U we further introduce the kernel dependent on ¢

oscy(z,y) = sup [(A; U(o(x))(Id - U(u™"))w,U(a(y)))], (4.8)

uelU

which can be viewed as an adapted version of a modulus of continuity of the kernel R.
Under a condition on oscy; needed later in the discretization Theorems 4.6 and 4.7 we can
determine a weight function w such that (3.13) is satisfied.

Lemma 4.5. Let v satisfy (4.7) and let

w(z) = max{l, Zv(xi)_l max{l,,u(Xi)_l}XXi(x)} (4.9)

el
with xx, denoting the characteristic function of X; fulfill (3.4) and

essigg/)(och1U(y,x)Z§z; du(y) < oo. (4.10)

Then (3.13) is satisfied. In particular, assuming (3.11), the space M, , is continuously embed-
ded into Lo 1 (X).

Moreover, if n(X;) > C > 0 for all i € I, then the weight w is equivalent to x
max{1,v"(z)} and (3.11) already implies (3.4).

Proof: For R;(z,y) := R(z,y)7i(y) we have that

(F Rolw, D) =1 | R 9) F@)n@)du@)] < IxxFlle sup R, 2)] (4.11)

Let us first treat the first factor on the right hand side. We fix some index k € I. jFrom (4.7)
it follows 1 < D(esssup,ex, v(z) " v(y) for all y € Xj. Since (X)) < oo we conclude by
Hoélder’s inequality that

Ixx, Fll, <D sup v(@) Hhxx, Folle, < CillFolle, = CyllFlr,. (4.12)
rTEX

for some constant C} depending only on Xj;. We define the kernel
Ki(z,y) == p(Xp) "xx, (@)xx, (), zyeX,icl
Setting K/ (x,y) := K;(y,x) we obtain
/X K (2, y)xcx, ()du(y) = p(Xe)™ /X X (W)X (W)X (2)du(y) = xx;(x)
and further using K;(F') as integral operator with kernel K; applied to F' and (4.12)

Ixx Fllo, = (B (xx) [Fl) = O KillFD) = I Ka(lF D[z, < Crll K [F) Ly,
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Let us estimate the operator norm of K; on Ly, by the generalized Young inequality. By (4.7),
we obtain for the integral with respect to x

(x @ ) = -1 x M T 2 V(i)
J e S duta) = w507 [ e ) S auta) < DS,
and for the integral with respect to y
[ o) 5 dut) = 60 [ o, (e )53 dul) < D)) 4

Now (3.3) implies
1K1 FDllz,.. < Cro(a)™ max{Lu(X0)} |FllL, .-
As k was arbitrary we have altogether shown that
I, Fllzy < CIIFL,, v(z) ™ max{l, u(X)} forall F € Ly,

with some constant C' > 0. Now we consider the second term on the right hand side of (4.11).
For all y, z € X; the triangle inequality yields

|R(z,2)| < |R(z,2) = R(z,y)|+|R(z,y)| = (AT U(o(2)) ~U(o(y))e,U(o(2)¥)|+|R(z,y)|.
Moreover, y,z € X; imply o(z) € o(y)U~U. Thus,

sup [R(z,2)] < sup [(AZ'U(o(y)U(u™) = Id)g,U(o(2))P)] + [R(z,y)
z€X; ueU—1U

= OSCUflU(yv :E) + |R($, y)|
for all y € X;. This shows

sup |R(z, 2)| < M(Xz')_l/ xx; (y) (oscy—1y(y, ) + [R(z, y)]) du(y).
z€X; X

Pasting the pieces together and using ) ,.; 7;(y) = 1 we obtain

(F,R(x,-))| = | Y (F,Ri(x,"))]

el

IN

> lIxxFllL, M(Xz‘)_l/ xx; (y) (oscy—1y(y, z) + [R(z, y)]) du(y)
iel X

IN

CllF| Ly, /X(OSCUlU(y,w)Jr [R(z,y)|) (Zv(%)_lmaX{LM(Xi)}M(Xi)_1XXi(y)> dp(y)-

iel

Clearly, the function z — Y, v(w;) ™! max{1, u(X;)}u(X;)"txx, (z) is contained in L 1 /4
by definition (4.9) of w. Thus, by our assumption on R and oscy-1y, the generalized Young
inequality shows that (F, R(z,-)) is contained in Ly, 1 /4,

The assertion that w is equivalent to max{1,v~'} provided u(X;) > C > 0 follows imme-
diately from (4.7). Moreover, by checking different cases we see that

max{1,v=1(z)} - maX{v(x) v( )}7

max{1,v=1(y)} @, U—x)
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which shows that (3.11) implies (3.4) for our choice of the weight w. [ |

For simpler notation we introduce the numbers
a; = pu(X;).

Let ¢

»wal/p denote the space of sequences over I for which

1
Idietlle = lmo(@)al et g, < oo
The space £, ,,1/p-1 is defined analogously. Clearly, if (a;)ier is bounded from above and below
then Epﬂ)al/p = €p7va1/p71 = {p,, with equivalent norms. In particular, this is the case if p is an
invariant measure and the condition in Lemma 4.4 ii) is satisfied (implying X; = o (z;)IL(U)).
Now we are ready to state our main results. The first one is a decomposition theorem
which says that discretizing the representation by means of an U—-dense set indeed produces

an atomic decomposition of Hy, .

Theorem 4.6. Let G be a locally compact, topological Hausdorff group with closed subgroup H
and let v be a weight function on X = G/H. Further, let U be a square integrable representation
of G mod (H, o) with admissible function . Assume that the kernel R fulfills (3.11) and (3.4)
with an associated weight w(x) > 1 satisfying (3.13). Let a relatively compact neighborhood U
of the identity in G be chosen such that

v(x) v(z)

/X och(y,a:)@ du(x) <~ and /X och(y,a:)@ du(y) <7, (4.13)

where v < 1. Let (x;);er be a U—dense, relatively separated family and assume that v satisfies
(4.7).

Then Hy, 1 < p < 00, has the following atomic decomposition: if f € Hp,, 1 < p < o0,
then f can be represented as

f= Z cild(o(z:))y,

where the sequence of coefficients (¢;)icr = (¢i(f))ier € £, yq1/v—1 depends linearly on f and
satisfies

eierlle vpr < Allfllryo (4.14)

If (ci)ier € £, yqr/o—1, then f =3 cpcild(o(x;))y is contained in Hy, and
1fllry < Bll(eicrlle s (4.15)

Given such an atomic decomposition, the problem arises under which conditions a func-
tion f is completely determined by its moments and how f can be reconstructed from these
moments. This question is answered by the following theorem which shows that {¢; :=
A U(o(z;)) 1 i € I} indeed give rise to Banach frames.

Theorem 4.7. Impose the same assumptions as in Theorem 4.6 with

() %l v(x) gl
/XOSCU(Z',y)@ du(x) < C_dz and /X och(az,y)U— du(y) < C_w7 (4.16)
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where 4 < 1, instead of (4.13)
Then the set

{i = A7 U(o(2:)) i € I}

is a Banach frame for ‘H, .. This means that
i) f € My if and only if (f.6i)xcs  xxsiet € patio

ii) there exist two constants 0 < A’ < B’ < oo such that

ANty < ICEWidicy, xicrdietlle g < B I s (4.17)

iii) there exists a bounded, linear reconstruction operator S from £, ,.1/» to Hp, such that
S <(<f7 1/1i>/c'17wx1c1,w)ief) =TI

Remark 4.8. i) By interchanging the roles of Hy, ., and K, and of U(o(z))¢ and A7 U (o(z)),
stmilar decomposition and reconstruction theorems can also be developed for the spaces KCp .
ii) Further information concerning Banach frames can be found in [28] and in [4].

The proofs of the Theorems 4.6 and 4.7 consist of several parts that will be presented in the
sequel. The main ingredient of the following is that the operator which maps F' € M, , onto
the function (F, R(x,-)) is the identity on M, ,. The idea now is to approximate this operator
(which is given by an integral) by a sum. As in [10] we use the following two approximation
operators

TyF(x) = Y (F,m)R(x;,)

el

= 3 | Py duw)RG;.),

el

SsF(x) = Y Fl(x;)(r,R(z,"))

el

= Z/ (xi)1i(y)R(y, x) du(y).

el

We have to prove that these operators are invertible under certain conditions and afterwards
we use the correspondence principle (Theorem 3.5) to obtain an atomic decomposition of the
coorbit space or even a Banach frame.

Lemma 4.9. i) Suppose that there exists v < 1 such that (4.13) holds. Then |[|[I1d—Ty||m,, ,—M, ., <
v < 1. In particular, Ty is bounded with bounded inverse.

ii) Suppose that R fulfills (3.11) and that there exists ¥ < 1 such that (4.16) holds where Cy, is
the constant in (3.11). Then |[Id — S|\ M, —M,., <7 < 1. In particular, Sy is bounded with
bounded inverse.

Proof: We proceed analogously as in the proof of Theorem 4 in [10]. Using the reproducing
formula on M, ,, and the fact that (7;);cr is a partition of unity on X we obtain for F' € M, ,

F(z) = /XF(y)R(:L" y)dp(y Z/ y, ) dp(y).

el
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It follows immediately that

F@)-TyF@) = Y / Fly)m(y) [R(y, 2) — R(zs,2)] du(y),

Fla) = S5F(@) = 3 [ 1) = F@lm() (. ) dus). (418)
Let us first consider ' — Ty F'. By definition of R we obtain

F(z) — TyF(z)| < Z/\F 7i(y) |R(y, 2) — Rlzi, 2) du(y)

el
/ F)|7(y) (A7 U0()) — Ulo(:))) .U (o (x)))]| duy).
el

Since supp ¢; C o(x;)U we are only interested in those y € X such that o(y) € o(z;)U which
implies o(y) = o(z;)u for some u € U or equivalently o(z;) = o(y)u~!. Hence, we have

Ty F ()|
< / |E'(y)|mi(y Supl( "U(o(y) —Ulo(y)u) e, U(o(x)b)] duly)
el
= |F'(y)|7i(y) oscu (y, x) du( |F'(y)] oscu(y, x) du(y).
;/ v(y, =) duly / vy, =) dp(y

By (4.13) and the generalized Young inequality, we obtain

IE =T FlMpo = (d =To)Fll a0 < AINF A0

Hence, [[Id — Ty||rm,,,—M,., <7 <1 and thus Ty is boundedly invertible on M,
Let us now consider F' — Sy F. Since F' € M,,,, we obtain using the reproducing formula
and the definition of R

|F(y) = F(2:)] S/X\F(T)WA;l U(o(y)) —U(a (i) ¥, Ulo (r) )] dp(r).

By (4.18) we only need to consider those y with o(y) € o(z;)U, i.e., o(z;) = o(y)u~! for some
u € U. Hence, we have

[F(y) — F(z:)]

IN

/ F ()] sup [{A5 U(o(y)) — Ulo (w)u)) U (r))] du(r)

uelU
= /\F(T)\OSCU(%T)CZM(T)-
X

Since (¢;) is a partition of unity, by (3.11), (4.16) and the generalized Young inequality we
deduce

IF = SpFllay, < Cyll D IF() = F(@a)lma() Ly < AINF A0
el

which completes the proof. |

We further need some auxiliary statements.
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Lemma 4.10. Let 1 < p < oo. There exist constants 0 < C; < Cy < o0 such that

Cillmidierlle | 1y < 1 il xxi Nz, < Coll(m)ietlle 1/ (4.19)
iel

for all sequences (1;)icr-

Proof: Since (z;)ics is a relatively separated family, there exists a splitting I = (J;2, I, such
that X; N X; =0 for i,j € I, and i # j. Using (4.7) we obtain for 1 < p < oo

0 T0
Y " Imidxxllzg, = 1D il xxlig, < DY il xxilz,.

el r=1:€l, r=1 4€l,.
1/p 1/p
= (/ > ImilP xx, (x)v(x)Pdp(a )) Z (Z !m!p/ )Pdu(x ))
iel, r=1 \iel,
0 1/p 1/])
< DZ (Z \m\pﬂ(Xi)v(xi)p> < CD <Z \m\pv(azi)pai> )
r=1 \icl, iel

On the other hand, we obtain

1/p 1/p 0
(Sioretera) < o3 (T [ orne) - 031 vl
el r=1 \i&l r=1 €l,
< CD|D Inil xx,lly..
iel
The proof for p = oo is similar. |

The following lemma is taken from [25, Lemma 3(b)], compare also [17] or [36, Lemma
4.5.8(b)].

Lemma 4.11. A bounded sequence (fy),eN in K, is weak-x convergent to f € Ky, if and
only if Wy fn converges pointwise to Wy, f.

4.2 Proof of Theorem 4.6

First we take care of the bounds (4.14) and (4.15).

Lemma 4.12. Suppose that the assumptions of Theorem 4.6 are fulfilled. Let F' € Ly ,. Then
there exists a constant A < oo such that the following inequality holds true

ICE el s < AIF ..
Proof: Lemma 4.10 yields
I(Emierlle o < NQFLTierlle s

1 -1
e DI AR N P
iel

IN

18



Further, we see for an arbitrary fixed x € X that

D (FLmxx (@)a;t =Y (F) mdu(X) ™,

el 1€l
where I, ;== {i € [ : = € X;}. Since (z;);es is a relatively separated family, we see, by using
the notation of the proof of Lemma 4.10, that #I, < rg and consequently

i€ly
with

- Z (X)) Ixx, (y Zu “Ixx; (2)xx ()

iEIx el
Let us check the Schur type conditions for K. Using (4 7) the integral with respect to x yields

v(z)

v(@) ) = N T T
[ K du N )" [ o) 2 du)
< DY xx() ””) < CyD?,
el

where Cyy is the constant from (4.2). The estimation for the integral with respect to y is almost
the same.
Therefore the weighted Young inequality implies that

ICE m))ietlle 2ypr < CIIEL K (2, DL, < ClFL,, -
m

Lemma 4.13. Under the assumptions of Theorem 4.6 there exists a constant B < oo such
that for any sequence (¢;)icr € Cypar/v-1, 1 < p <00, the following inequality holds true

I3 iR i, < Bleierlle oy -
el
If 1 < p < oo then the sum on the left hand side converges in norm, and if p = oo then it
converges pointwise.

Proof: First observe that for all y € X; we have o(z;) = o(y)u~" for some u € U. Thus we
get

[R(zi,2)] < |R(zi,x) — R(y,2)| + [R(y, z)|
(A U (y)u™ ") = U(o(y)¥), Ul (x))¥)] + | R(y, )]
< oscy(y,x) + |R(y, )| (4.20)

Further we obtain

Y ek = | ar@au(x)" [ duw)

el el

< Yol [ s )osen (9. 2) + [R(w. ))dty)
icl X
= [ osw.o) + IR (Zwamx»-lm(y)) du(y). (121)
el
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Using the conditions (3.11) and (4.13) on R and oscy we conclude by the generalized Young
inequality
1D ciR(@i, Iz, < (v + O el Xi) " xxi .,
iel iel
and by Lemma 4.10 that

I3 iR M, < BllenX) el = Blledierle .
el

If 1 < p < oo then the finite sequences are dense in £, ,,1/,-1 and it is easy to see from the last
inequality that the sum ) ¢;R(z,z;) converges in the norm of L,,. If p = oo then it follows
once more from (4.21) and conditions (3.11) and (4.13) that sup,ec x | > _;c; ciR(zs, x)|v(x) < oo,
in particular the series converges pointwise. |

Let us now prove Theorem 4.6.

Proof of Theorem 4.6: Assume f € H,, so that Wy f € L,,. Further, by Lemma 4.9, the
operator Ty is bounded with bounded inverse. By definition of T we obtain

Wyf(a) = TyT; Wof(e) = S (T Wy f m) R, ). (4.22)
el

Applying Lemma 4.12 with F' := T¢_1W¢f € M, yields

1T Wt miietlle  pr < AT Wflln,, < AT IW S,
ANTZHI I F e,

Now assume 1 < p < co. Then it follows from Lemma 4.13 that the series on the right~ hand
side of (4.22) converges in the norm of L, ,. Since R(z;,x) = Wy (U(o(x;)v))(x) and Wy, Wy,
is the identity on H, ,, equation (4.22) yields

IN

f=Wy (Z Ci(f)WwU(U(JEi))?ZJ)

i€l
with ¢;(f) := <T¢_1W¢f, Ti). As Ww is continuous on L, ,, we obtain
[ = ZCi(f)U(U(ZEi))Tl)
i€l

and the series on the right hand side is norm convergent.

If p = oo then the series on the right hand side of (4.22) is pointwise convergent by Lemma
4.13. As Heoy is a subspace of K, it follows from Lemma 4.11 that the partial sums of
YicrCi(f)U(o(x;))y converge to f in the weak-* topology of ’C/Lw-

Finally, we conclude from Lemma 4.13 that for (¢;)er € €p7va1/p71

1Y cU(o@))lin,, = 1) cR@o)le,, < Bl(eietle ., -

iel el

This shows (4.15) and we are done. [ |
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4.3 Proof of Theorem 4.7

We first prove the frame bounds.

Lemma 4.14. Suppose that the same assumptions of Theorem 4.7 are fulfilled. For i € I, let
Vi = A U(o(2;))y. Then, for f € Hy., there exists a constant B' < oo such that

(8t xkcn) ey s < Bl
Proof: Let F':= W, f. Then the assertion is equivalent to
HEEierlle, vy < BIFIL,.. (4.23)

We want to use Lemma 4.10 for the proof. By the reproducing property of R we obtain
S IF@ho) = 3| [ F@)RG@ )l @)
iel el X

/X B ) S [RGow)x, (2)du(y). (4.24)

iel

IN

This suggests to investigate the kernel
K(z,y) == Y [R(zi,y)xx,(@).
i€l
Similarly as in (4.20) we obtain for all z € X; that

Thus,

K(z,y) <) (oscy(@,y) + [R(z,y))xx, (z) < Culosey(z,y) + |R(z,y))).
i€l

Using (3.11) and (4.16) we see by the generalized Young inequality that the integral operator
associated to the kernel K acts as a bounded operator on L, ,. Hence we conclude together
with Lemma 4.10 that

I(F@))ietlle . < Col Y IF(z)lxxi Ny, < BIF|L,..
’ el
|

Lemma 4.15. Let the assumptions of Theorem 4.7 be true. Suppose that (4.16) and (3.11)
are satisfied and that v and w are related by (3.13). Let f € K, and ¢; := AU (o ()Y

foriel. If ((f, zﬁi)K&wal’w) - € Ly, par/v, then f € Hy, and there exists a constant A >0
’ i

such that !
171 < =5 I1(F 80001 xrcrn ) e,

iel
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Proof: By Lemma 4.9 and (4.16) the operator S, is boundedly invertible and we obtain

£y = W flLp. = 155 SsWyfllr,. < 1S5 IH11SeWefllzy,.
Setting ¢; := (f, ¢z‘>/c'1 xKiw = Wy f(x;) we obtain by definition of Sy that
SeWy f( ZCZ/ Ti(y)R(z,y)du(y / R(x,y) Zcm Ydu(y
iel el

Applying the generalized Young inequality with (3.11) and Lemma 4.10 we obtain
[SsWyfllL,. < CipHZ’Ci’Ti”Lp,v < CMZ\CHXX@-HLP,U < CwC2H(Cz’)z’EI”ZP’M1/p' (4.25)
icl icl
Altogether, this proves the assertion. |

Proof of Theorem 4.7: It remains to prove the existence of a linear bounded recon-
struction operator (part (iii) of Theorem 4.7). By Lemma 4.9 the operator S, is boundedly
invertible on M, ,,. Thus for f € H,, we obtain

Wwf = 5;15¢W¢f = S(;l (Z Wd}f Tz; ( Z, )>> :

el

As Wd,Ww is the identity on M, , and Wy f(x;) = (f, qm,q xKi., We obtain

f = Wquzl <Z<f7 ¢i>/C/1,w><’C1,w (Tia R(.’L’, )>> .
el
Clearly, this is a reconstruction of f from the coefficients ((f, vi)xr xk,.,)ier € €, yq1/p- More-

over, it is not difficult to see that Ww is a continuous operator from M, , onto H,, ,. Thus, it
follows from the continuity of S(;l and Lemma 4.15 (resp. its proof) that

S(Ci)ie[ = W¢S(;1 <Z Ci<Ti,R(gji7.>))
el
is bounded from £, ,,1/» into Hp .
We finally remark that we may actually reconstruct f by a series if 1 < p < oco. In-
deed, it follows from the density of the finite sequences in £, .1/, and (4.25) that the series

> icr Ci(Ti, R(xj, x)) is norm convergent in M, ,. This allows to interchange the series with
the application of the operator W¢S¢:1 to obtain

F="> by, k.6

iel

where e; = W, (E;) and E;(x) := S;l(m, R(x,-))). This completes the proof of Theorem 4.7.
|
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4.4 Reformulation of the integrability conditions

In order to apply the results of the previous sections we have to prove that the kernels K =
R, oscy fulfil

SUP/ K (z,y)|m(z,y)du(z) < C, Sup/ (K (y, z)|m(y, z)du(z) < C. (4.26)
yeX JX yeX JX

For symmetry reasons both integrals are the same in case K = R. By Remark 3.6 also the
kernels

Zo(z,y) = Ulo(x)w,Uloly >>w>
Zy(x,y) = (A7U0 (), A7 U ()) = (A7 U(o(x)),U(o(y)),
Z9%(x,y) = Uo(x)y,Ulo(y >><z>>

are of interest. Observe that these kernels and R can be written as

200 (w,y) = (A;"U(o(2))e, U0 (y))9) (4.27)

with k = 0,1,2 and possibly ¢ = 1. We remark that the definition of A, is dependent on 1,
so here it is meant that A, is formed with respect to 1) and not with respect to ¢. For x € X,
let
B(z) = U(o(x) VA "U(o(z)), k=0,1,2. (4.28)

As Al is a self-adjoint operator also B (z) is self-adjoint for all z € X. Clearly, B%(z) = Id.
For simplicity we set B, () := BL(z).

Using the fact that we are working on a homogeneous space and that our kernels are related
to some group representation we may reformulate these conditions under the assumption that
[ is an invariant measure.

Lemma 4.16. Assume that p is an invariant measure on X.

i) It holds
/ 122, ), y) (e / (U (k. )b, BE @)D m(o )z y)du(z),
(4.29)
where
k(z,y) = (0(y)o(@) " o(o(y)r) = h(o(y).z)™" € H, (4.30)

with h € H defined by (2.1).
ii) It holds
[ oseuta pymiz p)duta)
X
- /X sup | (U (@), 1)) (Id — U™ )b, By (y)0) m(o (), y)du(z) (4.31)

uelU

and

/X oscy (y, x)m(y, x)dp(x)
- /X sup [(Bo (y)(Id — U(u™)), U (o (@)k(z, ) ) m (o (y)z, y)du(x). (4.32)

uelU
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Proof: i) We first rewrite the kernel fo % in the following way

Z0wyy) = (AU (@)U (Y)e) = Ulo(y) AT Ulo(x))y. )
= (BiU(y) " o(@)e,¢) = Ula(y)" o(2)y, BE(y)9)-

Integrating and using the invariance of the measure p yields

[ 1220 @G pdute) = / w D), B2 ()6 (e, y)du()
X
- / w Vo), B (9)6) [m(o(y)z, y)du(z)
- / U (o @)k, 1), B (5)6) m(o (), ) du(z).
The latter integral equals the right hand side of (4.29).
ii) We have
oseu(w.9) = sup (A5 Ulo(@)) (14~ U)o ()0
= sup [(U(o())(Td ~ U™ ). A7 Ul )]
= sup [Ulo(@)) (1d = U)o (0)) B, (5)0)
= sup [(U(o(y) ™ (@)1~ U, B, ()]

Using the invariance of the measure p we obtain
/X oscy (z, y)m(z, y)dp(x)
= [ sup o) o) (1d = U, B (5)0) . 9)dua)

uelU

= /XSUP!<U(U(y)_10(0(y)w))(fd—U(U_l))%Ba(y)wﬂm(a(y)w,y)du(w)

uelU

= /Xsup|<U(0(<E)/€(<E,y))(1d—U(u_l))%Bo(y)wlm(ff(y)w,y)du(w)-

uelU

This yields (4.31). On the other hand, we have

oscy(y,x) = sup (A7 U(o(y))(Id — Uu™))e,U(o(x))V)]

uelU
= sup [{U(o(4)) B, (y)(Id ~ Uu™)), U(o(x)))]
= sup (B, (y)(Id - U, U(o(y) o (2)P)].
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Using once more the invariance of u and the symmetry of m we obtain
/ oscy (y, z)m(y, x)dp(zx)
X

= /Xsup|<Ba(y)(1d—U(u_l))w,u(ff(y)_lff(iﬂ))wIm(y,w)du(l‘)

uelU

- /X sup | (B (y) (Id — U= )b, U(o ()~ oo (5)2)) ) [m(y, o (y))dis(z)

uelU

- /X sup |(Bo () (Id — U(u=) Y, U0 (2)k(z, )6 m (o (y), y)du(z).

uelU

5 A Coorbit Theory on Homogeneous Spaces Associated to the
Affine Weyl-Heisenberg Group

In this section, we will need the following unitary operators of modulation, translation and
dilation on Ls(R) and their Fourier transformed versions:

wa(t) = e2m'w.tf(t)’ (wa)A(é) = wa(éi)y
Tmf(t) = f(t - :L')’ (Tmf)A(g) M—xf(g)a

Dof(t) = la|™ 2f(t/a), (Daf)(§) = Di/uf(£).

We limit the analysis to the one—dimensional case, i.e., we consider the group with the generic
element g = (x,w, a, y), where z,w,p € R and a € Ry, and the group law

(:Ev w,a, 90) ° (33‘/, w/v ala 90/) = (33‘ + axlv w + a_lw/7 aa/a ®+ (10/ + wax/).

This group is called the affine Weyl-Heisenberg group and is denoted by Ggw . The inverse
element of g € Gaw g is given by

g = (—atz, —aw, a7, —p + zw).
The affine Weyl-Heisenberg group is topologically isomorphic to

2t
Gawn =R xRy

and is a unimodular group with Haar measure dv(z,w,a, ¢) = dxdw%“dgp. The representation
of Gawm on Ly(R) given by

Uz, w,a,9)f(t) = T, M,D,f(t) (5.1)
_ g 2rileta)te) ¢ <t - w>

a

is called the Stone-von-Neumann representation. Unfortunately, this representation U is not
square integrable. Therefore, several homogeneous spaces of G,y were considered, see, e.g.,
[31, 39, 40]. Here we restrict our attention to the homogeneous space Gy /H with

H :={(0,0,a,¢) € Gawn} (5.2)
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Since G is unimodular and H as an Abelian group is also unimodular the natural measure
dp = drdw on Guwpg/H is Gawg—invariant. Let 8 : Gowpg/H — R4 be a Borel function and
o(z,w) = (z,w, f(z,w),0) the corresponding Borel section. By [30], it is more convenient to
consider sections independent of z, i.e.,

o(z,w) = (z,w, B(w),0). (5.3)

In this case, for 1» € La(R), the operator A, in (2.2) can be written as a Fourier multiplier
operator, i.e.,

(Aaf)A = mﬁf

in the weak sense with the symbol

7w@w=AQMMm&—wm%WMw (5.4)

Moreover, one can check that A, is bounded with bounded inverse if and only if mg(§) is
bounded from above and below, i.e.,

Ci <mg(§) < Cy ae. (5.5)

for constants 0 < C7,Cy < co. In other words, 9 is admissible if and only if (5.5) is fulfilled.
Here we refer also to [30, 32, 39, 40, 41].
In the following, we are interested in the specific section ¢ given by the function

Bw) = Balw) = 1+ |w|)™%, «aecl0,1). (5.6)

We want to verify the admissibility of some special functions ¢. To this end, we prove the
following auxiliary lemma for the argument of ¢ in (5.4).

Lemma 5.1. Let
re(w) = W)€ —w) = (14 |w])"*(€ —w).
Then, for any fized A > 0, there exists {4 > 0 such that for all § > §4 the function re¢ is
invertible on A := {w : r¢(w) € [-A, A]}. The inverse function ré_l) of r¢ on [—A, A] has the
form
re V(@) = —ag(€.x) +¢

with some function g(x,&) satisfying

zg(&,2) +9(€ )" = 1+¢. (5.7)
Furthermore, g fulfills
flim &%) =1 (5.8)

uniformly in x € [—A, A].

Proof: Since a € [0,1), there exists £4 > 0 such that for £ > £4 the set A contains only
positive values of w. Now we have for w > 0 that

i) =~ + o) (14322
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and it is easy to check that the right-hand side is negative for w > —(14+a€)/(1 —a) and hence
for w > 0. Thus, r¢ is monotonically decreasing on A and has therefore an inverse.
We see that indeed

re(—xg(&,2) +€) = (1 —2g(&,2) + &) (E+ag(,2) — &) = (9(&,2)Y/*)ag(é,2) = =

such that ré_l) has the claimed form. Since ré_l) has only function values in A we have that

0<ri V(@) = —zg(6,2) + € = g(&,2)/* —1,

so that g(¢,xz) > 1 for all £ > &4 and all x € [-A, A]. Together with (5.7) this implies for
x €A Al and « € (0,1) that

-« 9(67 x)l/a—l

1 < (1+A4 . 5.9
< e ST 59)
Furthermore, we obtain
g€ )"/ ‘ g(& @) 9(¢,2) 1—a 9(&2) ] g(&,2)"/*
- <1 14 Al <1+
1+¢ e | SR AT g S gy e
provided that & > (2A)ﬁ (1+ A) — 1. This shows that
2 9(& @) 1g(& )V
1>(1—— > — —-AA
-< 24) 1ve “2 1+ cebAd
and consequently g(&,x)/(1 4 &)® < 2. Hence we obtain
9(§ ) 1 g(&, ) a_ 1
= <2 0,
T+E 0roehgr S Grgee 0 ST
uniformly in =z € [—A, A]. By (5.7), we have for all z € [—A, A] that
1/a
v tim 28T g, 9ED T (5.10)

E—oo 14+ & E—oo  1+E&

which implies 5lim g(&,2)Y* /(14 &) = 1 uniformly in x € [~ A, A]. This is equivalent to (5.8).
|

Now we can prove our admissibility condition.

Theorem 5.2. Let the Borel section o be given by (5.3) with B defined by (5.6). Further,
let 1 be a mon-zero Lo function whose Fourier transform is compactly supported. Then 1) is
admissible, i.e., it satisfies (5.5).

Proof: We will only perform the analysis for £ tending to +00. A simple integral transform
shows that

ma(—€) = /]R D(B(w) (w — ) Alw)dw.
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So the analysis for £ tending to —oo will require only slight changes. Note that if |1ﬁ| is an
even function then mg(—¢§) = mg(§) anyway.

Assume that supp ) C [—A, A]. Then, by Lemma 5.1, we may substitute = 7¢(w) in (5.4)
for £ > €4 > 0. This yields

/ (e (w)) 28w / @) A0 () (VY (2)de (5.11)

As in the previous lemma, for & > &4 only positive values of w will contribute to the first
integral. Further, for w > 0, we have

re(w) = F'w)(§ —w) - Bw) = =Bw)(a(l +w) " (E—w)+1) (5.12)
which gives
(-1) -
AO0Y ) = 1 — _3(rCV ()L aig_rﬁ (@) 1 5.13
() @) = e = B @) et o e
Thus, for £ > £4 > 0, we have
A ~
mal) = [ @) Gy (5.14)
with
._ ~1 §— Té ) _ 1-1/a
G x) = (1+aL(&x)™, L) = W = zg(§, x) ) (5.15)
+re (2)

where the last equality follows by Lemma 5.1. Now (5.8) shows that

1 1
lim G(&x) = li = i =1 5.16
gi)nolo (& ) gi)nolo 1+ awg(&m)l—l/a ginolo 1 4 azga(l-1/a) ( )

uniformly in z € [-A, A] and consequently

A ~
lim mo() = [ i)

§—o0

for any Lo function 1 with compact support in the Fourier domain. As mg is always positive
and continuous this shows that mg is bounded from below and above for any v with supp
compact. ]

In the following, we will consider coorbit spaces with respect to the following weight func-
tions on X = Guwy/H ~ R?,

v(z,w) = v5(w) = (1+w])®, seR. (5.17)
We will see later that v, satisfies (4.7). Associated to the weights vs we define the functions
ms by
o o vg(w) vs(@)) 1+ |wl 1+ o\ "
ms((iU,W), (.ﬁU,CU)) - ms(W,W) - maX{'US(C:))’ 'US(W)} - max{<1 i |w| 1 i |W|
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5.1 Integrability of the kernels

In order to establish coorbit spaces, we need to verify the integrability of R and osc. The
integrability conditions needed for the definition of the coorbit spaces and for the descretization
are settled in the following theorems.

Theorem 5.3. Let the Borel section o be given by (5.3) with 3 defined by (5.6). Further, let
W, ¢ be non-zero Loy functions whose Fourier transforms are compactly supported C?-functions.
Then the kernels fo’d), k=0,1,2, defined by (4.27), satisfy

sup //]Z:f’(b((x,w),(i,&)))]ms(w,d))dxdw < 00, (5.18)
z,@)eR?/RJR

Zi/}ﬂp

In particular, R = Ry, = satisfies the integrability condition (3.11).

Theorem 5.4. Let the Borel section o be given by (5.3) with 8 defined by (5.6). Further, let
Y € Lo with suppv compact and 1) € C?. Denote by oscy the associated kernel defined in
(4.8). For any 6 > 0 there exists some neighborhood U of e € G such that

sup /2OSCU((x,w),(j,@))m(w,dj)dﬂvdw < 0, (5.19)
(#@)eR? /R
sup /2OSCU((i,Cu),(:E,w))m(@,w)dﬂvdw < 0. (5.20)
(#@)eR? /R

We will develop the proofs of these theorems in several steps. A basic ingredient is Lemma
4.16. So let us investigate B and k(z,y) with respect to the setting of this section.

Lemma 5.5. Let the Borel section o be given by (5.3). Then the operator Bl (z,w) in (4.28)
1s a Fourier multiplier, i.e.,

(By(@,w)f) (&) = h,(€)f(€) (5.21)

with
hew() == mg' (Bw) ' (€ +whW))) (5.22)

Consequently, if ¢ is admissible, then we have 0 < 1/Cy < hy,(§) < 1/Cy < 00 a.e. with the
constants C1,Cy from (5.5).

Proof: Using the notation l~)af(t) = f(t/a) we have
(Bg(z,w)f) = (T—ﬁ(w)*lrM—ﬁ(w)wDﬁ(w)*lA;HTxMng(w)f)Ae%im
= Mp)-121gwwDsw) <mBHM—wTwD6(w)71f) 2miaw
- (T_ﬁ(w)wﬁﬁ(@m§n> Mﬁ(w)*1xT—ﬁ(W)wM—g(w)fleg(w)wfe%iW
= <T—ﬁ(w>w5ff(w>m§ “) f

The last term is exactly the right hand side of (5.21). [ |
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Lemma 5.6. Let the Borel section o be given by (5.3). Then the kernel k in (4.30) fulfills

K(,w), (7,3)) = (0,0,8@)78) 6@ + B@) '), %),

where * denotes some function in r,w,T,w.
Proof: A simple computation shows
[0(Z,@)o(2,w)] " = [(w @, 8(),0) - (z,w, B(w),0)] !

= [@+B(@)z,0+ B(@) " w, B(@)B(w),x)]

= (6@ Bw) @+ ﬁ( ) ), =B(@)B(w)(@ + B@) " w), B@) T Bw) T %)
Moreover, we have

o(%,0)(r,w) = (7 + B(@)z,& + B(@)'w) (5.23)
and hence,
o(0(,@)(r,w)) = (Z + B@)z, @ + B(@)'w, B@ + B(@)'w),0).
Thus, we obtain
k((a;, w)? (‘%7 (:))) = [U(‘%7 ‘D)O’(‘% w)]_lo'(O'((i, (:))(JZ, w))
= (0,0.8) 7 B(w) B + B@)\w), %),

This concludes the proof. |

We remark that for the expression appearing in the integrals (4.29), (4.31) and (4.32) this
shows

o (z,0)k((z,w), (7,0)) = (az,w, B@) 8@ + B@) w), *) (5.24)
Thus, it seems useful to define
O(w, @) = @) 'B@+ B(@) w). (5.25)

Choosing (3 as in (5.6) we have the following auxiliary result.

Lemma 5.7. Let 3 be defined by (5.6). Then for any A > 0 there exists wg > 0 such that for
all lw| > wp and all ® € R
A1+ 0(w, @)™ < |w). (5.26)

Moreover, there exists w1 > 0 such that 6(w,0) < C for all |w| < wy < 0o with a constant C
independent of ©.

Proof: For our special choice of S we obtain

o 1+ 1@+ 1+ |@)w| ¢
O(w,0)! = < | 1iwl ) |>

BN - e
(1 arpes) = @b

Since a < 1, the right-hand side grows less than linearly in |w| independently of . This yields
the first assertion.
The last assertion of the lemma is easy to see by the explicit form of 6. |

Let us now consider the function m.
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Lemma 5.8. Let 3 be given by (5.6) and vs by (5.17). Then ms can be estimated by

[s]
ms(a(:f,d)(x,w),(i‘,u?)) é (1 + |w|)ﬂ
for all z,0,x,w € R and s € R.

Proof: By (5.23) and definition of ms we obtain

ma(0(.5)(@,), (7.0)) = max { <1 + @+ 5(@)—1w‘>ls | < 1+ @] )_1w|>|s} |

1+ 3] 1+ o+ A@

As in the previous proof we see that

1+ @+ B@)"tw\ w] ! . L
< T >§<1+W> < (e < (1 ol

We claim that

sup 1+ |@]
seR 1+ |0+ (@) 1w]
Of course, this would prove the assertion. The substitution @ — —& shows that it suffices to

prove the claim for w < 0. It can be easily seen that in this case the supremum is attained for
some w > 0. Consequently, it remains to consider

- 1+w
MO = i@

For @ — B(@)"'w >0, ie., @/(1 + ©)® > w, we obtain that
—(1-a)w(l+a)@

fw(&) = ((1+a))1_a_w)2 <0

< (14w,

w,w > 0.

and for @ — B(@)"'w < 0 that
24 (1 - a)w(l+x)
(1-&+wl+a))?

fo@) =

In other words, for fixed w > 0, the function f,, is strictly monotonically decreasing in the first
case and strictly monotonically increasing in the second case. Consequently, since ©/(1 + ©)“
is monotonically increasing, the function f,, attains its maximum for the positive solution @ of
@/(1 4+ @)* = w and the maximum is given by 1+ @. Finally, we conclude for w,& > 0 that

so that )
l+w=0+&)+1 Troe > (1+a)t,
and hence
I1+0< (14wt
This finishes the proof. |

The proof of the following auxiliary lemma is quite technical and, hence, postponed to the
appendix.
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Lemma 5.9. Let vy € Lo such that suprZJ C [—A, A] and 1[) 18 twice continuously differentiable.
Then it holds

IN

[(m5")'(€)]
[(m5")" ()]

Lemma 5.10. Lety € Lo with suppzﬁ compact and 1[1 € C?. Form the corresponding multiplier
symbol mg = mg, by (5.4) and the function hy ., = hf,w by (5.22). Then it holds

Cmin{1, [¢[~>*}, (5.27)
C'min{1, |¢]73T*}. (5.28)

IN

sup |WR ()] < €, k=0,1,2
gel-A,4]

for any A > 0 and constants C' independent of x,w. ( Here h&’“}, denotes the k-th derivative of
haw. )

Proof: The condition for k£ = 0 is satisfied since mg is bounded. Using (5.27) and (5.28) we
obtain

sup [hEL ()] = sup BF(W)|(m") P (Bw) M+ w)l
te[—A,A] te[—A,A]
< € sup min{dHw), 57w |Bw) " + w )
te[—A,A]
< C sup mm{(l—l—\w])ko‘ (1+ |w])~@ a(l-a) It + (1+|w])~ ’—(k+1—a)}
te[—A,A]
< C,
the constant C' being independent of w. |

Now, we are prepared to prove the Theorems 5.3 and 5.4.

Proof of Theorem 5.3: We assume that suppzﬁ and suppgg are contained in [—A, A]. By
(5.24) we have

Ulo(z,w)k((z,w), (Z,))) = 627ri*TmeD9(w7a})

with f(w,®) defined in (5.25). Using Lemma 4.16 i), Lemma 5.8, the Plancherel theorem and
Lemma 5.5 we can estimate the integral in (5.18) by

swp [ [ 12890 (3.2)) 0, &) dnds

@@)eR?/RJR
- / / (T M,y Dy oy, BEE,2)9) | ma(0 (. 5) (), (E, &) )didw

< //|M_IT D1 B2 501+ o)) T s

The scalar product in the last integral equals

K(z,w,7,0) == F((1uDp(w.z)-19) h% 5 ) (). (5.29)

It holds supp T, Dy (., &) 1)) C [w — 0w, @) A, w + 0(w,@) "L A]. Choose wy as in Lemma 5.7.
Then for all |w| > wy it holds supp ¢ N supp T, Dy 2 11[) 0 by (5.26) and the expression
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in (5.29) vanishes. Consequently, as a function of w the kernel K has support contained in a
compact set which is independent of x, Z,® and the integration with respect to w is only over
this compact set. Furthermore, the inequality

; NI
F@) < mm{ e Il (530)
suggests to consider the Li-norm of

Giow(t) = (TwDe(w,@)*ﬂ/;)(t)hg,@(t)é(t)

and of its derivatives. In particular, the Li-norm of this function and its second derivative have
to possess a bound which is uniform in Z,®,w. Since 1& and ngb are twice differentiable, Gz ; .,
is a product of three C? functions. By the rule for the derivative of a product of functions
it suffices to prove that the derivative of order k£ = 0, 1,2 of one of the factors has a uniform
L+i-bound and the others have uniform L..-bound with respect to Z,o,w. For the last factor
qg the uniform Li-bound of all of its derivatives is clear by assumption on ¢ and since it does
not depend on Z,w,w. For the first factor it holds

(T Doy )™ (¢) = 0(w, @) *H $0 (0w, &) (t — w)).

Since we only need to consider |w| < wy and since #(w,w) < C for all ©® € R and |w| < wy by
the second part of Lemma 5.7, we clearly have

(T Doy ) Pl < ClEM 1 < C (5.31)

for a constant C} independent of w and &. Since supqu C [-A, A] we only need Lo, bounds
for (h’;w)(k) on [—A, A], k = 0,1,2. These bounds follows from Lemma 5.10. (If £ = 2 then
(h2,) = 2hl, shew and (h2 )" = 2(h)] ,hew + (,,)?) so the bounds for h2 , follow from the
ones for hy,.) Hence, it holds

|K(z,w,Z,@)| < X[—wo,wo] (W) min {Cl, ‘S—’é} .
Thus, we finally obtain

sup [ [ 1200, 0.3l 5)dods

(z,@)eR? /R
< sup //|K w,Z,w)|(1 —|—|w|)md:rdw
(z,0)eR?

§/ (1+ |w|)T== adw/mm{C'l, |C|2}dx<oo
wo R

Proof of Theorem 5.4: Using Lemma 4.16 ii) and proceeding as in the proof of Theorem 5.3
we have to integrate with respect to x,w the two kernels

Kl(l‘>w7i‘7@) = SEBU:((T DG(ww 1f(¢ u( )w))hi,ﬂﬂz))($)|a
Ko(z,w,8,0) = sggv(h@,@f(w—u(u—l)w(TwDe(w,@flzﬁ))<:c>|-
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Now we have for u™! := (2,&,a, %) € U~! that

FU™W) () = TF (T:MyDath) (1)
MM ;T Darth(t) = a'/? €™ e M (ot — @), (5.32)

Let SuppTZJ C [—A, A]. Then supp Tng(w,@)q@ behaves as in the previous proof and

supp F (U(U_l)T/)) C [w—atAo+a"tA]
supp 1o Do (o)1 [F (Z/{(u_l)¢)] C [w+ 0t —a 0t A w070+ d_lﬁ_lA] .

Both kernels vanish for |w| > wy if for those w
i) supp ) N supp 7, Dy, o)1 = 0,
i) supp ) N supp Ty, Do, zy-1 [F (U™ ))] =0

iii) supp F (Z/{(u_l)¢) M supp TwDe(w@)*ﬂz) = 0.

Property i) is fulfilled for |w| > wy with wy related to A as in Lemma 5.7. Let U~ C
[—€x, €] X [—€w,€w] X [1 —€q,1 +€4] X [—€,€,]. Then it can be checked that we can modify
Lemma 5.7 as follows: for any A > 0 there exists w; > 0 such that for all |w| > w; it
holds A + 9_1(1:4; ) < |w|. Then ii) is fulfilled for |w| > wy. Finally, iii) holds for
lw| > e, + A0 + 1—15a ). Once again, by using a modification of Lemma 5.7, it can be shown
that this is satisfied for |w| > we. Now we can choose wy as the maximum of the right-hand
sides.

Following further the arguments in the previous proof, in particular (5.30), it remains to
consider

G
G

&

)

W) = (T, e(wa)—lf(w—u(u_l)W)() ha o () (1),
5w = haoOF W — U 1)) (O) (Lo Doy ) (D).

Again we use that G, i = 1,2, is a product of three C? function so that it suffices to prove Loo,

N =

resp. L; estimates for the derivatives of the three factors. By Lemma 5.10, we have ||h ol <
C,k=0,1,2. Since 1 is a C? function with compact support, ||1[) Hp, =0,1,2; p= 1, 0o are
uniformly bounded. Moreover, for |w| < wy, we see by (5.31) and since supp(7i, Dg(. )1 TZJ)(k)
is finite that H(Tng(w@)ﬂzﬁ)(k)Hp, k=0,1,2, p = 1,00, are uniformly bounded. Let us finally
consider [|F (¢ — Uu=)) M|, and (T, Dy z)-1 F () — U ))) P L. By (5.31) we
have for |w| < wy that

(T2 Dy gy F (@ = U™ )P Ly < CIIF (W — U)W 1,

so that it remains to consider ||F (¢ — U (u= ")) *)|| .. We claim that

lim [[(F( - U)W L, =0, k=012 (5.33)
We obtain
|F@ — U )P = [[P® — XM _;TuDy 19| W) |1
< (1 - ™) M3 T D] B | s + 19" — [M_3 T Dy 1)W1
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and replace the derivatives by
[M_;ToDy—190) M = aM_;TyDy-19pV — 21ig M_3 T Dy—11),

[M_;ToDy190) P = a2M_3T, Dy 1)) — dmizaM_; T Dy + (27id)2M_3ToDy-11).

Using the triangle inequality and the fact that for a continuous function f with compact
support

lim |1 — *™| = lim | Tof — fllz. = lim [ Mo f — fllr.. = lim [ Dof — fllz.. =0
©—0 z—0 w—0 a—1
we deduce (5.33). This finishes the proof. [ |

Remark 5.11. The proof shows also that for any choice of U the integrals (5.19) and (5.20)
containing oscy are finite (but not necessarily less than ¢ ).

5.2 U-dense sets associated to a-coverings

We want to discuss the geometry of suitable U-dense sets associated to the section defined
with f(w) = (1 + |w|)~ as in (5.3). In particular, we want to provide a set

X = {(xj,kawj)}(j’k)ezz CRxR~X

such that the covering property (4.1) and the finite overlap property (4.2) are satisfied. As
stated in Remark 4.1 condition (4.2) is equivalent to (4.3).

Theorem 5.12. Assume o € [0,1). For all € > 0 small enough and for suitable constants
¢, > 0 independent of € > 0 (to be determined in the proof) denote U(e) = (—¢,e) X
(—2ec,2ec) x ((1+le)~1 14 Le) x (—¢,¢) C Gawn a relatively compact neighborhood of e =
(0,0,1,0) € Gawn with non-void interior. Let us denote wj := po(ej) and ;) = efB(w;)k,
where

Palw) = sg(w) ((1+ (1= a)lw)/072) — 1)

Then the set X has the properties
Cl) o(X) C U(j,k)eZ2 o(xjk,wi)U(e),

C2) SUD (1 €72 #{(j. k) € 2? : o(zjp,w;)LNo(xj pr,wi )L # 0} < Cp < 00, for all relatively
compact L C Gaw g with non-void interior.

In other words, X is U(e)-dense and relatively separated.

Proof: We split the proof into different steps.
Step 1. Frequency decomposition. The function p,(w) is a continuous and monotone
bijection of R. Therefore it maps admissible coverings of R into admissible coverings of R.
This implies that Q‘;‘(e) = {pa(w) :w e (e(j —1),e(j + 1))} defines an admissible covering for
R. Now, observe that s, (w) := %(w) = (14 (1 —a)lw)*1=% and it is immediate to show
that

sa(w) = (BPa(w))) ™" (5.34)
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By the mean value theorem one therefore has diam(f)?(s)) = |pa(e(f+1)) —pale(j —1))| =
2e84(&), for some € € (e(j — 1),e(j + 1)). Clearly, for all {,,w € e(j — 1,75 + 1) it holds

(Lo S 1) (e} (0o 1y
1+ (1~ a)elj +1] "1+ (-l = \1+(1—aej -1

and therefore, for all £ € (j— 1,7+ 1) we have s,(£) ~ s4(£j), uniformly with respect to j € Z
and € > 0. Thus, diam(ﬁ‘;‘(s)) ~ 2es4(cj) and QF (€) := (pa(€j) —2ecsa(e]), Pa(€]) +2ec80(c5))
defines an equivalent admissible covering [15] for R for a suitable constant ¢ > 0 (independent
of j and ¢), and thus

sup#{j € Z: Q7 (e) N Q5 (e) #0} < N, (5.35)
i€l
for some N € N. Denoting wj := p,(€j), one can rewrite
Q5 (e) = (wj — 2sc(ﬁ(wj))_1,wj + 2€c(ﬁ(wj))_1). (5.36)

Step 2. Time decomposition. For any fixed j € Z let us consider z;;, := ef(w;)k, k€
Z. It is immediate to show that for V € N

sup #{heZ:azjp <xzj_nn<xjpt1} < COn. (5.37)
j,keZ,

Define 17 (¢) == (wjx — eB(wj), Tj % + B(w;)).
Step 3. Time-Frequency decomposition. Combining (5.35) and (5.37) one can show
that

Gr(e) =T (e) x Q5 (¢) (5.38)
defines an admissible covering for R x R ~ X (see Figure 1), and
sup  #{j,k € Z: Q7 (e) N QG (e) # 0} < M, (5.39)
i,hedixZ

for some M € N.

Observe now that Q¢ (¢) N Q5 () = 0 implies (Qf‘h(a) X Vl) N (Q?‘k(s) X V2> = () for all
Vi,Va C Ry x R. Moreover, by a straightforward application of the group law in Gawwy we
obtain

o (@, wi)U (e) = Qe) x Blw;) (1+L2) 7, 1+Le) x (—e(1+w;B(w;)), e(1+w;B(w;))). (5.40)

Assume that (z,w) € X ~ R x R, then there exists (j, k) € Z x Z such that (z,w) € QF;(e).

We want to show that 8(w) € B(w;)((1 + €e)~1, 1 + £e) for some ¢ > 0 independent of [j| > 1
and £ > 0. Since w € Qf(g) and by (5.36), it holds

( 1+ |wj| ) 1+ |w < 1+ |wy| >
L+ |wj +sgn(w;)2ec(B(w;)) 7t ) = 1+ ]w| = \ 1+ |w;j —sgn(w;)2ec(B(w;)) 1)

Since both the left and right estimates are finite (at least for all € > 0 small enough), strictly
positive, and tending to 1 for j tending to oo, certainly there exists a constant £ > 0 independent
of j and € such that

(14+e0)7t < < (1 +€b).



This implies that B(w) € B(w;)((1+£e) ™!, 1+£e) and by (5.40) that o(z,w) = (z,w, B(w),0) €
o(xjk,wj)U(e). This together with (5.39) finally implies that {U(xjvk’wj)U(E)}(j,k)eZ2 is an
admissible covering for o(X) and that C1) and C2) hold with L = U (e).

It remains to prove that C2) holds for all relatively compact L with nonvoid interior. By
Remark 4.3 there exists a splitting Z? = [JI°; I, such that o (z; 5, w;)U(e)No () pr,wj)U(e) =
0 for all (j,k), (5, k") € I.,(j,k) # (j',k'). Therefore, as in the proof of Theorem 4.2, if
g € o(xjk,wj)L then o(x;k,w;)U(e) C gL U () and

V(LU (e))

#{(, k) €I, : g€ o(xjr,wj)L} < W7

where v denotes the Haar measure of Guwpg. Since {(j, k) € Z? : g € o(zjp,w;)L} =
U, {(.k) € I, : g € o(xjk,w;)L}, we conclude #{(j,k) € Z* : g € o(xjk,w;)L} < Cp =

r=1
(L1
ro e, -

Remark 5.13. The previous proof showed that actually
Xjk =A{(z,w) : o(z,w) € o(xjp,w;)U(e)} = o(z)k,w;)IU(e)).
Since the measure 1 on X is itnvariant this means that
aji = n(X;0) = p(IU(E) = const.
Lemma 5.14. The weight functions vs in (5.17) satisfy the condition (4.7).
Proof: Since vy depends only on w and since v, = v* it suffices to show that

1+ |wl
max =
w,w’EQ? 1+ ]w’]

m;

has a uniform bound with respect to j € Z. For symmetry reasons we may restrict to j > 0.
By (5.36) we obtain
. 1+ |wj + 2ec(1 + |w;|)?|
T 1+ Jwy — 2ee(1 + |wj])e|

Since 0 < a < 1 and wj; — oo as j — oo we have lim; ., m; = 1. In particular, m; is uniformly
bounded with respect to j. |

5.3 Coorbit spaces

Now we are prepared to introduce the coorbit spaces with respect to the sections associated
t0 Ba(w) = (1 + |w])™%, 0 < a < 1 and the weight functions vs(w) = (1 + |w|)®, s € R.

Indeed, Lemma 5.14 states that the moderateness condition (4.7) is satisfied for the weight
function vs. Choose a Schwartz function ¢ with compactly supported Fourier transform. Then
by Theorem 5.3 the kernel R = R, satisfies the integrability condition (3.11).

If s > 0 then by Remark 3.4 the weight function w(x,w) = 1 satisfies the embedding
condition (3.13), and also the integrability condition (3.4) with respect to w = 1 is fulfilled.
If s < 0 then by Lemma 4.5 a valid choice for the weight w is w(r,w) = vs(w)™t = vjs| =
(1 4 |w]!*l. The integrability condition (4.10) on oscy-1y is satisfied by Theorem 5.4 and
Remark 5.11. The numbers a;j, = p(X; ) are constant, in particular bounded from below,
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see Remark 5.13. Moreover, also in the case s < 0 the integrability condition (3.4) on R with
respect to w = vy, is satisfied, once again by Theorem 5.3. For convenience we define

W) =1 if s >0,
WS (4wl i s <o

The arguments above imply that the spaces H; 4, and Ky 4, , and hence also their duals H’st
and IC/LwS, are well-defined for any s € R. When emphasizing the dependence on a we add
an index, e.g. Hll,ws, o Also, it is clear now from the above reasoning that the general coorbit
spaces are well defined, i.e.,

Hp,vs = Hp7v-5‘7a = {f € IC/I,wS,a: Vd?[ S vavs}7
Ivavs = ]Cpﬂ)s#)é = {f € H/l,ws,a: W$ S vavs}’

Moreover, it follows from Remark 3.6 and Theorem 5.3 that
Hp,vs,a = ,prvs,c‘”

and different choices of the Schwartz function ¢ with compact support in the Fourier domain
define the same spaces H) ., o With equivalent norms. In the next section we will identify the
coorbit spaces with a-modulation spaces.

6 The frame theory of a-modulation spaces Ml‘fﬁ

The a—modulation spaces are usally defined by means of the flexible Gabor—wavelet transform
Vi (N(z,w) = (f,U(o(z,w))y) = (f, TeMuDgy¥)- (6.1)
It is easily verified that for o = 0, i.e., f(w) = 1, the family
{U(o(z,w))p =T, M, : (z,w) € X}

is in fact a Gabor system and V£ f = {(f,U(c(z,w))) coincides with the classical short time
Fourier transform (STFT), while for o — 1 the family tends to the situation encountered in
the wavelet context, where Viz is just a slight modification of the continuous wavelet transform
(CWT). The intermediate case « = 1/2 appears in the literature as the Fourier-Bros-Iagolnitzer
(FBI) transform [6, 32].

The introduction of a new class of function spaces defined as retract of weighted L, ,
spaces by means of V' has been suggested already in [32, 30, 31, 14, 23]. An application of
[13, Theorem 4.3] shows that this class coincides with the family of so called a-modulation
spaces Mg introduced independently by Grobner [27, 15] and Paivarinta/Somersalo [38] as an
“intermediate” family between modulation [29] and inhomogeneous Besov spaces [26, 43, 44].
In particular, one characterizes a-modulation spaces as follows. For s € R, for all 1 < p, g < o0,
and for « € [0, 1]

M;;a(l/q—l/?),a(R) _ {f c S/(R) . ngl(f) c L;q(R2)}, (62)

11y tecra-tr2na =< IVE(H)llzg,,.
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where 9 is a suitable Schwartz function and L;7q(R2) is the space of functions F' on R? such

that
1/q

17, = ( L(L |F<x,w>|pdx)q/p<1+|w|>Sde> <o,

For o = 0, the space Myt(R) coincides with the modulation space M, (R). For a — 1 the

space Ml‘f,’; (R) coincides with the inhomogeneous Besov space B,  (R).

Interesting analysis has been recently developed on the scale of such function spaces.
The mapping properties on a-modulation spaces of pseudodifferential operators in certain
Hoérmander classes have been studied by Holschneider and Nazaret [32] and Borup [5] as gener-
alizations of classical results of Cordoba and Fefferman [7]. Characterizations of a-modulation
spaces by brushlet unconditional bases have been given by Nielsen and Borup [34], while a cor-
responding characterizing family of intermediate Banach frames and atomic decompositions
between Gabor and wavelet frames was defined in [14, 23].

We want to show that the frames appearing in [14, 23| can also be derived by an application
of our coorbit space theory. Therefore, let us finally apply our abstract discretization theorems
to a-modulation spaces.

Theorem 6.1. Let 1 <p<oo,0<a<1and s €R. Let p € Ly with suppzﬁ compact and
W € C?. Then the following holds true.

1) The coorbit spaces H o can be identified with the a~modulation spaces My .

PyVs—a(1/p—1/2)»
2) There exists eg > 0 with the following property: Let {(xj,k,wj)}j,kez denote the point set

associated to any 0 < € < gg as constructed in Theorem 5.12.

i) (Atomic decomposition) Any f € M,y can be written as

[ = Z Cj,k(f)TIj,kajDﬁa(Wj)w
(G,k)€Z?

and there exist constants 0 < Cp,Cy < oo (independent of p) such that

1/p

s—a(l/p=1/2)

Cillflayze < | D lgn(HPA+ A —a)lj) = 7 < Collfllagze
(j k)eZ?

ii) (Banach Frames) The set of functions {¢jr}; ez = {ij,kajDﬁa(w]»)w}j e 72
forms a Banach frame for My, . In particular, there exist constants 0 < Cq,Cy < o0
(independent of p) such that

1/p
s—a(l/p=1/2)

Cillflagze < | D2 WLHwmPA+ (@ —a)li))— s 7 < Collfllagge-
(j,k)eZ®

Proof: We start by showing part 1). Let us consider the functions ¢; s, = 1o, , Mw,; D, (w) ¥ a8
in 2) and let us define Hy as the space of finite linear combinations of these functions. Observe
that Theorem 5.12 states that the point set {(z;x,w;)} in 2) is U(e)-dense and relatively
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separated. Therefore, the abstract Theorems 4.6 and 4.7 (resp. Remark 4.8 i)) in connection
with the Theorem 5.4 about the integrability of the oscyy kernel imply the existence of an
atomic decomposition and of Banach frames with respect to the associated €pv, ./, 12~
spaces. Especially, this means that the functions in Hy are dense (weak*-dense for p = o0)

in Hp,vsfa(l Jp_1/2)" Since the space H is complete with respect to its norm, this

PsVs—a(1/p—1/2)
—a(l/p1/2) = H_OHVHH”'“S*QU/P*/?). But the bandlimited functions in Hg are also
dense in My, In fact one can show that any bandlimited L, -function f can be expressed
as a series of elements in Hy that is convergent in the My} norm. Since L, bandlimited

functions are certainly dense (weak*-dense for p = c0) in M, (see [27] and [23]) this shows

implies Hp,

immediately that My, = H_OHVHMEV’Z? . Moreover M, is again a complete space with respect
to its norm (6.2) which is equivalent to that of H We_a(1/p1/2 fOr every function in Ho, ie.,
1 llarge =< ||f||Hp7v87a(1/p71/2) for all f € Ho. This implies that Hy v, ./ 1/ = Mpip

It remains to prove part 2). Essentially, this part of the theorem follows from the abstract
theory outlined above since by 1) we know that the a-modulation spaces can be identified
with coorbit spaces. Indeed, the abstract Theorems 4.6 and 4.7 (resp. Remark 4.8 i)) can
be applied and yield an atomic decomposition and Banach frames with respect to the asso-
ciated €p7vsia(1 Jp_1/2) SPACes. We are only left with computing the sequence space norm of

Ep,vsfa(l/pﬂ/z) explicitly. It is easy to see by Theorem 5.12 that

vs(wi) = 1+ [pa(E)))® = A+ (1 —a)lei]) T < (141 —a)lj))ia.

Thus, it follows

1/p
1t en, waspny = | 22 1eikPrsmap1rn (@)
3,keZ
1/p

. s—a(l/p—1/2)

= | Xl @ —aplih”
3,keZ

This concludes the proof. |

Remark 6.2. i) This result already appears in a slightly different form in [23, Theorem 3.2],
where it has been derived by a combination of decomposition methods [13, 15, 14], a suitable
generalization of the theory of instrinsic localization of frames [24, 25], and certain stabil-
ity /perturbation results for Banach frames and atomic decompositions. In particular, once the
characterization Theorems 6.1 i) and ii) for a bandlimited function i are established, by an
application of the perturbation argument in [23, Theorem 3.2], one can extend the results to
atoms that are not necessarily bandlimited, even though at least sufficiently time-frequency lo-
calized, e.g., any Schwartz function. Theorem 6.1 allows to characterize a-modulation spaces
by means of frames with different densities (¢ > 0) even of the (scale-frequency) parameter j,
while in [23, Theorem 3.2] only the density of the (time-shift) paramenter k has been considered.

ii) Observe that for o = 0 the U-dense sets {(xj,w;)} = {(¢k,ej)} define a reqular lat-

tice in X ~ R? with density governed by ¢ > 0. This situation coincides with the well-
known case of uniform Gabor frames [29]. For o — 1 one shows that the points have a limit
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(jpywj) = (eke~clil sgn(j)ecll). In particular, if € = €ln(2), for € > 0 small enough, then
(21, w;) = (ek27V sgn(§)2V), which are the typical dyadic sampling points of the classical
continuous wavelet transform in order to form wavelet frames [11]. Again here the parameter
e > 0 is interpreted as governing the density of the set.

iii) For a = 0, it is well known that no frames can be generated by sampling on a set of
points (zy,w;) = (ak,bj) for any positive lattice constants a,b > 0 for which ab > 1 [11, 29].
In particular for the case (x;,w;) = (¢k,ej) one cannot expect that frames can be derived for
e > 1. Then one may investigate for o € (0,1) the shape of the set Q, C Rﬁ_ of all parameters
(a,b) such that no frames can be derived by sampling on (z;k,w;) = (aB(pa(bj))k,pa(bj)), see
also [8]. Of course, by Theorem 6.1 we know already that R2\Q, contains at least an open
neighborhood of (0,0) in R%.

iv) For a — 1 one has formally (2,5, w;) = (ke sgn(j)el) and

Ty Mus; D1y )19 (1)
miw; (t— w;)~t -
= (14 |w;)1/2e2m s =0 s ™Ry (1 + Jw; ) (t = (1 + |w;)'k))
_ (1_|_ |wj|)1/2e—27risgn(wj)(t—s(l—l—\wj|)’1k)627risgn(wj)(1+\wj|)(t—6(1+|wj\)*1k)¢ ((1_|_ |w]‘|)t—€k‘))

e~ 2misen() (et DR D | Ty (emsgn(“j )t?l)(t)> :

As for classical wavelets, dilations and translations remain the sole relevant operators, while
the modulation contribution almost disappears, except for the phase factor in front of the di-
lation. We conjecture that Theorem 6.1 can be formulated also for the limit case o — 1 to
characterize inhomogeneous Besov spaces Bf,,;,l/ p=1/ 2(}R) where the discrete weights appearing
in Theorem 6.1 1) and ii) will be (formally) of the type limq,—1(1 + (1 — oz)|j|)ﬁ = bl For
the characterization of B;;,l/p_lﬂ(R) by pure wavelet expansions in the context of the coorbit
space theory we refer to [16, 19, 25].

v) The theorem can also be formulated with the discretization of the (continuous) canonical
dual frame involving the Fourier multiplier A"

A Appendix

A.1 Proof of Lemma 5.9

We consider mg in the form (5.14) with G, L given by (5.15). The function ¢ in (5.7) is
implicitly given by
J(& x,9(&x) =0 (A.1)
with
J(& x, z) = zz 42— 1—¢.

Using (5.7) we obtain
—xg(€,x) + 1+ 1+

_ -1 1/a-1 _
O3J (&, 9(8,2)) = x+a” g(&,x) zt+o 9(¢, 2) 9(& @)’
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Since g(&, z) behaves like £¢ when £ — oo the latter expression is always strictly positive if £
is large enough and = € [—A, A]. Thus, by the implicit function theorem ¢(&,z) is uniquely
determined by (A.1) (or (5.7), respectively). In this case, and since J is C'°° also g is infinitely
differentiable.

Clearly, we have

%G(S,w) - —a<1+aL<s,x>>—2§£L<s,x> =—aG<s,x>2§£L<s,x>,
0 G = G 2 O L 206G 4 G 4 L
8—52 (57:17) = -« (57:17) 6—62 (£7$)_ a (57:17)8_5 (gax)a_g (5,33)
= oG 2 [ 2aG aL S L
— aG(e2)? (2066, 0) (8—5 <£,x>> - S,

So let us compute the partial derivatives of L with respect to £. To do this we will need the
derivatives of g. We obtain

99

0 = S I(6.5.9(6.2)) = DT 2,9(6,2) + 00T (€, .9(6,2)) 52

(z,€).
This implies that

dg 1

-1
D) = 0T mg(6a) @uT(E g€ = (4 a6

and

H? _3
e (€)= (¢~ gl )/ (x ¥ gle,a) "“1> |

For L this yields

1, Og

-1
€ = (- Dfhe e a = 1= Do (o To€ao ) glea) e

L B 1 %9 e 1[99\ /0
) = (- (a—@g -2 (F) o) e

= -2 (G - Dslen e+ Loty

« a a?

—Lal6 ) e ok Syl ).

Together with (5.8) we obtain

oL 1 1 -1

Jim €75 (€0) = lim(1-2)e <s-1+% + as-”ag@,x)”“‘l) Eo(&, )7

-1
= lim (1 - é)x <§—1+“:c + l(g‘C“g(g,oc))l/“‘1> (Eg(&,x))~V

E—o0 o

= ol- é)x = (a— 1)z,
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2
i g0l = hm<1—3>$<a
—oo a

o2 2% e, a) 2 e o éé—“ag(g, 7)l/a-1y-3

a

_éfl—i-ag(& x)—l/a—l(g—l—i-ax + ég—l—i-ag(g’ m)l/a—l)—2>

. 1 a—1
= hm(l—a)x< 5

E—o0 (67

(€906 2)) 20w + = (g6 ) )

L€ () o S gl )
1

= (1- a)((a —la—a)r = (a—1)(a—2)z.
This gives
lim @0 e) = all-a)
2 2 2
tim @826 = 202 Jim @ (6] o tim €T 0) = —all - )2 - ae
=0

Moreover, these limits hold uniformly in x € [— A, A]. This implies

li 22—, ! — 1 22—« A n 28G dr = 1 A N 2 d
Jim &-emie) = Jim & [ )P 6 ade = ai=a) [ fiw)Pads.

(If \zﬁ\ is even then the last integral even vanishes). Since m/ﬁ is continuous we deduce that
mis(€)] < Cmin{l, |72}

In the same way we obtain

A A~
Jim €-0m(e) = —a(l—a)2=a) [ (i) ade.

and
Im3(&)| < Cmin{1, g7},

Observe that

(mzt)(€) = —mpE)mz*(©),
(mz")"(€) = 2(mjp(€)*mz>(&) — mj(&)mz>(©).

Since mg is bounded away from zero and « € [0, 1), we finally deduce (5.27) and (5.28), and
the proof of Lemma 5.9 is completed.
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Figure 1: Example of admissible covering and U-dense set in the time-frequency plane for
a=1/2.
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