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Philip Hall (1964) on Wielandt's contributions to finite group theory

"In this field he is the natural successor of Georg Frobenius and Issai Schur; and he is at least their equal. Indeed, in some respects, he is their superior, most notably in the air of easy elegance which he imparts to everything he writes. This mastery of style is something much deeper than surface polish; and his early papers remain today as classical statements, largely immune from the hand of the improver."
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The main line of development of mathematics has been characterized for several decades by the invasion of the axiomatic method into ever more areas. The goal is to derive all of mathematics deductively from just a few basic principles such as order and continuity. By turning increasingly towards the abstract, revolutionary unification has been achieved in mathematics, ...
It is as if some areas of mathematics which earlier could hardly be reached on foot are now connected by motorways.

In fact, the impetus which Göttingen had given to abstract algebra reached Berlin just when I was a student, and recognition of the implications of the axiomatic method fascinated me just as it did my fellow students. But I could not share the general opinion that this would henceforth be the only rewarding direction for research.
It seemed to me that, like all great deductive systems, it was threatened by the danger that the problems which it could not properly accommodate would be dismissed as uninteresting, whereas on the contrary, these ought to provide a stimulus to broaden the foundations. In terms of the metaphor I used earlier, this research area seems to me to be a mountainous region that is still undisturbed by roads and has to be traversed on foot. But this has its charm. And the nice surprises that one experiences compensate for the occasional pitying glances of motorists."
Bourbaki, Elements of the history of mathematics, Chapter on Linear and Multilinear Algebra

"Thus we reach the modern era, where the axiomatic method and the notion of structure (felt at first, defined only recently), allow us to separate concepts that up till then had been inextricably mixed, to formulate that which was vague or subconscious, to prove in appropriate generality theorems which had been known only in particular cases."
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Chapter II. Linear Algebra

§ 1. Modules
1. Modules; vector spaces; linear combinations
2. Linear mappings
3. Submodules, quotient modules
4. Exact sequences
5. Products of modules
6. Direct sum of modules
7. Intersection and sum of submodules
8. Direct sums of submodules
9. Supplementary submodules
10. Modules of finite length
11. Free families, Bases
12. Annihilators, Faithful modules, Monogenous modules
13. Change of the ring of scalars
14. Multimodules

§ 2. Modules of linear mappings. Duality
1. Properties of $\text{Hom}_A(E, F)$ relative to exact sequences
2. Projective modules
3. Linear forms; dual of a module
4. Orthogonality
5. Transpose of a linear mapping
6. Dual of a quotient module. Dual of a direct sum. Dual bases
7. Bidual
8. Linear equations

§ 3. Tensor products
1. Tensor product of two modules
2. Tensor product of two linear mappings
3. Change of ring
4. Operators on a tensor product; tensor products as multimodules
5. Tensor product of two modules over a commutative ring
6. Properties of $E \otimes_A F$ relative to exact sequences
7. Tensor products of products and direct sums
8. Associativity of the tensor product
9. Tensor product of families of multimodules

§ 4. Relations between tensor products and homomorphism modules
1. The isomorphisms
\[ \text{Hom}_A(E \otimes_A F, G) \cong \text{Hom}_A(F, \text{Hom}_A(E, G)) \]
and
\[ \text{Hom}_A(E \otimes_A F, G) \cong \text{Hom}_A(E, \text{Hom}_A(F, G)) \]
2. The homomorphism $E^* \otimes_A F \rightarrow \text{Hom}_A(E, F)$
3. Trace of an endomorphism
4. The homomorphism
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Dieudonné's review of
Emil Artin's
"Geometric Algebra" (1957),
Math Rev 18, 553e

For the last 20 years all mathematicians concerned with linear algebra have known how greatly the "intrinsic" language of geometry allows us to simplify and clarify this theory. Nevertheless, hardly a year passes when there do not get published one or two "textbooks" on "matrix calculus", most often of distressing mediocrity. They are dreary compilations of recipes of calculations without motivation or apparent interest.
It is reassuring to see a mathematician as universally respected as Artin taking the trouble to show by example, in the most attractive way, how, beginning with the most rudimentary notions of algebra, one can guide the student up to most difficult problems in theory of classical groups. The experiment is a resounding success. One does not know what to admire the most, the perfect lucidity of the style, which is neither heavy nor pedantic, the mastery of the organization of lemmas and theorems, or the endless ingenuity of each demonstration.
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If in (2) we replace \( a_n \) by \( 2a_n \), then it becomes

\[
K \begin{pmatrix}
    b_1 & \cdots & b_{n-1} & c_{n-1} & \cdots & c_1 \\
    a_1 & \cdots & 2a_n & \cdots & a_1 \\
    c_1 & \cdots & c_{n-1} & \delta_{n-1} & \cdots & \delta_1
\end{pmatrix}
\]

\[
= K(1, m - 1) \{K(1, m) + a_n K(1, m - 1) - b_{n-1} c_{n-1} K(1, m - 2)\}
\]

\[
= 2K(1, m)K(1, m - 1).
\]

558. A contiguous of even order may be transformed by alternately multiplying and dividing the successive elements of the main diagonal by any given number; and a contiguous of odd order may be so transformed if in addition the contiguous be divided by this number.

This is readily seen on performing the following operations: multiply row_, row_ \( k \), by \( k \), then divide col_, col_ \( k \), by \( k \).

Thus

\[
\begin{vmatrix}
    a_1 & \cdots & b_\xi \\
    c_1 & a_2 & b_\xi \\
    \vdots & c_2 & a_3 & b_\xi \\
    \vdots & \vdots & \ddots & \vdots \\
    \vdots & \vdots & \vdots & \vdots \\
    c_\xi & a_\xi & b_\xi \\
\end{vmatrix}
\]

\[
= \begin{vmatrix}
    c_1 & a_\xi & b_\xi \\
    \frac{c_1}{k} & a_2 & b_\xi \\
    \frac{c_1}{k} & c_2 & a_3 & b_\xi \\
    \vdots & \vdots & \ddots & \vdots \\
    \vdots & \vdots & \vdots & \vdots \\
    \frac{c_1}{k} & \frac{c_\xi}{k} & a_\xi & b_\xi \\
\end{vmatrix}
\]

The multiplications and divisions by \( k \) may stop before the last \( a \) is reached or they may not begin until the \((2h - 1)\)st row is reached and give corresponding results.

559. The contiguous \( K(1, m) \) equals

\[
\frac{d_{m-1} \cdots d_{m-5} \cdots}{d_{m-1} \cdots d_{m-5} \cdots}
\]

\[14\]
PERSYMMETRIC DETERMINANTS

444. A determinant such that each line perpendicular to the principal diagonal has all its elements alike is called a persymmetric determinant. In the persymmetric determinant of the \( n \)th order

\[
\begin{vmatrix}
  a_1 & a_2 & a_3 & \cdots & a_n \\
  a_2 & a_3 & a_4 & \cdots & a_{n-1} \\
  a_3 & a_4 & a_5 & \cdots & a_{n-2} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  a_n & a_{n-1} & a_{n-2} & \cdots & a_2 \\
\end{vmatrix}
\]

there are evidently at most \( 2n - 1 \) distinct elements, viz. those of the principal diagonal and one adjacent minor diagonal. It may thus be shortly denoted by

\[ F(a_1 a_2 \cdots a_{2n-1}). \]

It is apparent from the nature of a persymmetric determinant that, using double suffix notation, any minor is not altered if we add (or subtract) the same integer to each row-number provided we subtract (or add) it from the column numbers.

445. The persymmetric determinant of \( a_1, a_2, \cdots, a_{2n-1} \), is equal to the persymmetric determinant of \( a_1, ma_1 + a_2, m^2a_1 + 2ma_2 + a_3, m^3a_1 + 3m^2a_2 + 3ma_3 + a_4, \text{ etc.} \)

This follows from multiplying the determinant row-wise by

\[
\begin{vmatrix}
  1 & 0 & 0 & 0 & 0 & \cdots \\
  m & 1 & 0 & 0 & 0 & \cdots \\
  m^2 & 2m & 1 & 0 & 0 & \cdots \\
  m^3 & 3m^2 & 3m & 1 & 0 & \cdots \\
  \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
\end{vmatrix}
\]

and repeating the operation upon the product.

Indicating row multiplication as practised in the multiplication of determinants by \( X \), --for example, writing \((a, b, c)(x, y, \alpha, \beta, \gamma)\) for \(ax + by + cz \cdots\) --the elements of the new persymmetric determinant here found are very conveniently denoted by \(a_1, (a_1, a_2)(m, 1), (a_1, a_2, a_3)(m, 1)^2, (a_1, a_2, a_3, a_4)(m, 1)^3, \text{ etc.} \)
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Elementary Circular or Givens Rotations

- We can also employ elementary rotations that annihilate one entry at a time. They offer more flexibility, albeit at 20% increase in cost.

- An elementary $2 \times 2$ unitary rotation

$$\Theta = \frac{1}{\sqrt{1 + |\rho|^2}} \begin{bmatrix} 1 & -\rho \\ \rho^* & 1 \end{bmatrix}$$

where $\rho = \frac{b}{a}$, $a \neq 0$,

performs the transformation

$$\begin{bmatrix} a & b \end{bmatrix} \Theta = \begin{bmatrix} \pm e^{j \phi_a} \sqrt{|a|^2 + |b|^2} & 0 \end{bmatrix}.$$

- In the trivial case $a = 0$, we can use the permutation matrix,

$$\Theta = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.$$
Accuracy and Stability of Numerical Algorithms
The end of Wielandt’s Inaugural Address

But it is unmistakable that questions about finite structures are again coming strongly to the fore also in other areas of mathematics, partly as a result of growing applications of computing machines. I am convinced that the “finite” direction will be reunited with the mainstream in the course of the next few decades."