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Abstract

Passive optical networks (PONSs) are currently evolving imext-generation PONs (NG-PONSs) which aim at
achieving higher data rates, wavelength channel countapau of optical network units (ONUs), and extended
coverage than their conventional counterparts. Due tortbeased number of stages and ONUs, NG-PONs face
significant challenges to provide the same level of suniiitgdike conventional PONs without exceeding the
budget constraints of cost-sensitive access networksaibwhis end, partial optical protection in combination
with interconnecting a subset of ONUs through a wirelesshrmegwork (WMN) front-end are promising solutions
to render NG-PONs survivable in a cost-effective mannerthia paper, we present a probabilistic analysis of
the survivability of NG-PONs and hybrid fiber-wireless (H)Viiccess networks taking both optical and wireless
protection into account. In addition, we propose differsglection schemes to wirelessly upgrade a subset of ONUs

and investigate their performance for a wide range of filvée failure scenarios and different NG-PON topologies.
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NOTATION
Distance between ONWand OLT
Number of failure-free connections between pairs of ONUs
Last common splitter of ONUs$ and j
Number of ONUs connected to splittey of stagen
Number of ONU-MPPs (cardinality ofV)
Index of PON stage
Number of ONUs
Subset of ONUSs optically connected to the OLT after fiber liakure(s)
Number of optically protected ONUs
Probability of incoming fiber link and outgoing fiber link fares of 1:1 splitter
Probability that ONUs and j are optically connected via OLT
Probability of fiber link failure in stage
Probability that ONU: is optically connected to splittes,, of stagen
Probability that ONU: is optically connected to the OLT
Probability that ONUW: is connected to the OLT after wireless upgrade

Set of ONU-MPPs

I. INTRODUCTION

Fiber-to-the-home (FTTH) or close to it (FTTx) networks ased to become the next major success

story for optical fiber communications. Future FTTx accessvorks unleash the economic potential and

societal benefit by opening up the first/last mile bandwidtitleneck between bandwidth-hungry end

users and high-speed backbone networks. Due to their lgggew attenuation, and huge bandwidth,

passive optical networks (PONs) are widely deployed toizeatost-effective FTTx access networks.
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Fiber has been envisioned for delivering broadband ses\vmeover 30 years. However, many roadblocks
related to component and installation costs have sloweddbes progress toward FTTx since it was first
proposed. Currently, FTTH is being installed in many cowstrbut it still represents only a fraction of all
deployed broadband lines [1]. The two major state-of-thé?®N standards IEEE 802.3ah Ethernet PON
(EPON) and ITU-T G.984 Gigabit PON (GPON) consist both of regle upstream wavelength channel
and a separate single downstream wavelength channel, byhbgh channels are operated using time
division multiplexing (TDM). EPON and GPON are expected ¢texist for the foreseeable future as they
evolve into next-generation PONs (NG-PONSs) [2], [3].

NG-PONs can be categorized into high-speed TDM PON, wagé#tedivision multiplexing (WDM)
PON, and long-reach PON (LR-PON) [4], [5]. While current PONs able to provide service only for a
maximum of 256 optical network units (ONUSs) located at a mn§20 km from the optical line terminal
(OLT), LR-PONSs are designed for longer distances betweenOiE and ONUs of up to 100 km as
well as larger numbers of ONUs (2000 to 4000 ONUSs) [6]. Dueh® higher data rates, wavelength
channel counts, number of ONUs, and coverage of NG-PONsjonletsurvivability is becoming a key
issue. While in conventional Gb/s PONs with typically 32-@taehed ONUSs fiber link cuts only affect
a relatively small number of subscribers, survivability legh-capacity NG-PONs with fibers carrying
multiple wavelength channels in both upstream and dowastrdirections, each wavelength operating at
10 Gb/s, becomes increasingly important due to the factfilbat link failures would result in the loss of
significantly higher traffic volumes. NG-PONs such as higkexd 10 Gb/s PONs offer enough capacity
not only for (best-effort) residential use but also for Imesis applications, which require carrier-class
survivability for business continuity [7].

The following techniques might be applied to resolve thevisability issues of NG-PONSs:

1) Full/partial PON duplication (optical protection): With full PON duplication, a spare set of OLT

and ONUs as well as optical fiber links and photonic netwoekrants, e.g., splitters, is deployed to

protect the primary optical infrastructure with a secogdaackup [8]. While full PON duplication
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techniques in most cases might be cost-prohibitive, p& N protection seems more viable, where
only a subset of fibers are protected through stand-by fibers.

Wireless mesh network (WMN)-based fiber-wireless (FiWi) arbitecture (wireless protection):
Emerging FiWi broadband access networks combine the dgpafcoptical fiber networks with the
ubiquity and mobility of wireless networks. FiWi networkgraat providing wired and wireless
services over the same infrastructure simultaneously gadentially leading to major cost savings
[9]. Recently, various FiWi network architectures have beamstigated by integrating different
optical and wireless technologies [10]. In a WMN-based Fi\wiwork, a subset or all ONUs of
an NG-PON network are equipped with wireless devices, mredfeto as mesh portal points (MPPs)
in IEEE 802.11s. In the resultant WMN-based FiWi protectiechinique, an MPP forwards frames
to another ONU via wireless links instead of going througé @LT. In an IEEE 802.11s based
WMN, MPPs are able to send frames to each other directly sihgp) or through intermediate
wireless mesh points (MPs) by means of multi-hopping. We loat WMN can be deployed using
any wireless local area network (WLAN) technologies, suchEAsE standards 802.11 a/b/g/n or
the emerging very high throughput (VHT) WLAN, whereby the maxm distance between two
adjacent WMN nodes (i.e., maximum length of one wireless lgpends on the applied wireless
technology. For instance, the maximum distance betweenratljmcent WMN nodes has to be less
than 2.7 km (line-of-sight) in IEEE 802.11n for a slot size9gfs and short interframe space (SIFS)
of 16 us. Applying orthogonal frequency division multiplexing (OM) and multiple-input multiple-
output (MIMO) antennas in the physical (PHY) layer of IEEE280Ln WLANS provides various
capabilities, such as antenna diversity (selection) aratiapmultiplexing. The use of multiple
antennas in next-generation WLAN-based WMNs provides mathigcapability, which increases
both throughput and transmission range. In a fading chammeltiple antennas can increase the
system reliability through spatial diversity. It was shown[11] that by transferring the same data

across different paths, multiple independently faded dgtabols can be successfully received at
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the destination node and the transmission reliability isreased significantly. Furthermore, the
enhanced PHY layer of next-generation WLANs applies two powedaptive coding schemes:
space time block coding (STBC) and low density parity checkingpdLDPC). According to [12],
[13], the robustness and reliability of next-generation VIWLAased networks can be improved
significantly by using the two aforementioned coding schenre WMNs, multiple redundant paths
exist throughout the network. Mesh nodes may re-route d¢rafong alternative paths. It was shown
in [14] that adding redundant mesh points to WMNs improves wreless link availability and
reliability significantly. Due to the nature of WMNSs, theiraimels are not error-free. WLAN-based
WMNs apply a data link layer error control technique, knowraatomatic repeat request (ARQ),
which uses acknowledgment messages and packet retrammsmiss achieve reliable data transfer.
To further improve the network reliability, error corremti schemes such as forward error correction
(FEC) can be used. Hybrid adaptive FEC and ARQ techniques wepsged in [15] to increase the
reliability of WLAN-based networks. We note that current EB02.3ah EPON and emerging IEEE
802.3av 10G-EPON provide 1 Gb/s and 10 Gb/s, respectivalyth® other hand, next-generation
WLAN-based WMN and emerging very high throughput (VHT) WLANsked WMN technologies
are able to provide raw data rates of 600 Mb/s and 1 Gb/s, cagply. It is important to note
that the bandwidth of EPON and PONSs in general is shared arathr@NUs. That is, under the
assumption of bandwidth fairness, the data rate availabke ¢single EPON ONU is equal to 1/32
Gb/s~ 31 Mb/s for a typical scenario of 32 ONUs, which is below théadeate offered by an
802.11n WLAN access point (AP) possibly attached to the ONIdoAote that unlike EPON (and
PONs in general) WMNs allow for spatial reuse of bandwidthewey a given channel can be
used multiple times in different regions of the WMN that do spéectrally overlap. As a result, the

aggregate capacity of a WMN is beyond that of a single WLAN link.

In this paper, we focus on the survivability analysis of catiNG-PONs and emerging bimodal FiWi

access networks and examine the benefit of upgrading selédi&)s with wireless equipment in order to
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improve network survivability in a pay-as-you-grow manrére contributions of this paper are threefold.
First, we evaluate the survivability of NG-PONs and FiwWiwetks by means of probabilistic analysis
taking both optical and wireless protection into accouecdhd, we propose and examine different ONU
selection schemes to improve the survivability of NG-POMgrieans of wireless extensions and partial
optical protection. Third, in our numerical work we studye timpact of different network topologies on
the survivability of NG-PON and FiWi networks for a wide rangf fiber link failure scenarios. To our
best knowledge, this is the first paper that presents a tbrpuobabilistic analysis of the survivability
of NG-PONs and emerging FiWi networks. Note that the maxineowerage and other technological
constraints of emerging optical and wireless networks isngoortant factor which is outside the scope
of this paper and is left for future research.

The remainder of the paper is structured as follows. Sedttibriefly reviews previously proposed PON
protection techniques. Section Ill describes the salieatures of PONs, NG-PONs, and FiWi networks.
Section IV elaborates on the survivability analysis of NGN% and FiWi networks. Numerical results

are presented in Section V. Section VI concludes the paper.

[I. RELATED WORK

Protection is an important issue to avoid service outageimpdove PON survivability. The following
four different PON network protection schemes are specifiddU-T G.983.1 [8], [16]: (i) feeder fiber
protection: This method protects the feeder fiber by mearss sfare fiber between OLT and the passive
optical splitter/combiner at the remote node, whereby theres fiber is attached to the feeder fiber via
optical switches{ii) OLT & feeder fiber protection: In this scheme, an addition&lfGs used to provide
both OLT and feeder fiber protectiofyi:) full duplication: This approach protects all ONUs as well as
OLT and both feeder and distribution fibefsy) independent duplication of feeder and branch fibers: This
method protects feeder and distribution fibers indepemgamnid provides OLT and ONU fault recovery.
Two of the above mentioned ITU-T G983.1 protection techaegy(i.e., OLT & feeder fiber protection and

full duplication techniques) are considered in ITU-T G.9B8r the delivery of highly reliable services
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[17].

In [18], a 1:1 protection scheme was proposed to back up stalition fibers of a WDM PON. In the
proposed architecture, ONUs are equipped with opticalchwi and filters and a bidirectional connection
between each pair of ONUs is provided by using additionaicapfiber links. In [19], the survivability
of a WDM PON was investigated and a new survivable architectuas proposed and experimentally
examined. In the proposed optically 1:1 protected WDM PONopmatic protection switching with in-
service fault localization was performed by the ONUs. AVlshared protection scheme (usihg
working and1 protecting resources) was proposed and investigated farayed waveguide grating
(AWG)-based WDM PON [20]. The proposed architecture provisigé protection and automatic traffic
restoration capability for a distribution fiber cut. In théaSford University access (SUCCESS)-PON,
multiple PONs are connected to the same central office (COpsehransmitters might be shared for
downstream transmission among all attached PONs [21]. aige a smooth migration path from current
TDM PONs to WDM PONSs, the so-called SUCCESS-HPON (hybrid WDM/TPKAN) was proposed,
where a fiber ring interconnects multiple PONs with the CO [2Z%hough the above mentioned protection
techniques provide protection for OLT and/or ONUs as wellegsler and/or distribution fibers, using full
optical protection methods are cost-prohibitive for cestsitive access networks.

According to [23], the ITU-T G.983.5 protection techniquee more costly than unprotected network
and the protection schemes proposed in [18], where ONUs iegetlg connected to each other. While
the proposed protection scheme provides connection aidilaof 99.999 percent (5 nines), deploying
and maintaining optical fiber links in the access area isly0AtMN-based FiWi network protection is an
attractive technique which might be used to survive fibes @uta more cost-effective manner. Moreover,
extending PONs with WLAN-based WMNs provides flexibility analoility support for end users. The
FiWi network proposed in [24] consists of an optical WDM baalhring with multiple single-channel or
multichannel PONSs attached to it which are protected usigMiN between them. In PON-based FiWi

networks, the network performance heavily depends on tiséipoing of the ONUSs. Different schemes,
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e.g., random and deterministic methods, were studied ihtf2%ind the optimal placement of ONUs in
terms of processing time, complexity, and installationtcd®e optimum real-estate cost deployment of

ONUs in FiWi networks was studied in detail in [26] and [27].

I1l. PONs, NG-PONs, AND FIWI NETWORKS

In this section, we briefly review the salient features ofreat TDM PONs, NG-PONs, and FiWi

networks.

A. PONs

Typically, PONs have a physical tree topology with the CO tedaat the root and the subscribers
connected to the leaf nodes of the tree at a distance of up to2@®s illustrated in Fig. 1, at the root
of the tree is an OLT which is the service provider equipmesiding at the co-located central office.
The PON connects the OLT to multiple ONUs (the customer pgemequipment) through aX:optical
splitter/combiner. An ONU can serve a single residentiabosiness subscriber, referred to as FTTH
and fiber-to-the-business (FTTB), or multiple subscribegterred to as fiber-to-the-curb (FTTC). Each
ONU buffers data received from the attached subscriban(epe or more priority queues. In general, the
round-trip time (RTT) between OLT and each ONU may be diffief28].

In current TDM PONSs, the OLT broadcasts data to all ONUs indbenstream direction (point-to-
multipoint). In the upstream direction, however, ONUs aanoommunicate directly with one another.
Instead, each ONU is able to send data only to the OLT (multiggo-point). TDM allows all ONUs to
share the upstream and downstream wavelength channetsuvithannel collisions. To facilitate dynamic
bandwidth allocation (DBA) and arbitrate the upstream graissions of multiple ONUSs, the so-called
multipoint control protocol (MPCP) specified in IEEE 802.3@hdeployed in EPON. In addition to
auto-discovery and registration, MPCP uses two types ofrgpthessages (i.e., REPORT and GATE) to

facilitate arbitration. Each REPORT message is used by an @N¥port bandwidth requirements of up
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Fig. 1. Network architecture of a conventional TDM PON with one OLT &&= 3 ONUSs.

to eight priority queues to the OLT. The GATE message is gandrby the OLT and contains up to four
transmission grants per ONU. Note that no specific DBA atboriis specified in IEEE 802.3ah [29].
IEEE 802.3ah EPON with a symmetric line rate of 1.25 Gb/s afid-T G.984 GPON with an
upstream line rate of 1.244 Gb/s and a downstream line ra2488 Gb/s represent current state-of-
the-art commercially available and widely deployed TDM PORperation, administration, maintenance,
and provisioning (OAMP) capabilities are provided by GP@YON applies GPON encapsulation method
(GEM) to efficiently support traffic mixes consisting not prof ATM cells but also TDM (voice) and
variable-size packets. On the other hand, EPON aims at aggingethe low-cost equipment and simplicity
of Ethernet with the low-cost infrastructure of PONs. In B¥?Gecurity and OAMP may be implemented
using the data over cable service interface specificatiodGBIS) OAMP service layer on top of the

MAC and physical (PHY) layers of EPON.

B. NG-PONs

NG-PONs are PONs (either EPON or GPON) that provide highter idaies, larger counts of wavelength
channels, longer fiber ranges, and/or higher splittingpsatas well as broader functionalities than current
PONSs, as explained in the following.

1) High-speed TDM PON: For both EPON and GPON, standardization efforts have beguwpécify

symmetric or asymmetric data rates of up to 10 Gb/s [2]. Vepently, the IEEE standard 802.3av for 10
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Fig. 2. Next-Generation Passive Optical Networks (NG-PONSs): (2)-Bmped TDM PON, (b) WDM PON, and (c) LR-PON.
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Gb/s EPON has been approved to support emerging bandwidlthr applications, e.g., high-definition
television (HDTV) and video on demand (MoD), and providefisignt capacity as backhauls of wireless
access networks [5]. According to [30], a few years may beired for high-speed TDM PONSs such as
the recently approved 10G-EPON to be technically and ecaraiy mature enough to launch into the
access network market. It is important to note that addali@gyuipment protection functionalities might
be considered for high-speed TDM PON which are outside ofHBB2.3av standard scope. Fig. 2(a)
shows the network architecture of a high-speed TDM PON.
2) WDM PON: In [31], different types of WDM PON have been studied. In a wength-routing

WDM PON, each ONU is assigned a dedicated pair of wavelengthrais for upstream and downstream
transmission, which brings some advantages, but requié@aaing the power splitter in installed TDM

PONs with a wavelength demultiplexer. According to [2], arengractical approach towards WDM
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PONSs is to leave the existing power-splitting PON infrastuve in place and select wavelengths at each
ONU using a bandpass filter (BPF) with a small insertion losg aB. To ensure that WDM enhanced
ONUs, operating on additional wavelengths, can be instabdle legacy TDM PON infrastructures, the
conventional TDM ONUs may be equipped with wavelength biogkfilters which let only the legacy
TDM wavelength pass. Fig. 2(b) shows a WDM PON network archite.

3) LR-PON: As shown in Fig. 2(c), LR-PONSs increase the range and sgittatio of conventional
TDM and WDM PONSs significantly [32]. State-of-the-art LR-PO&I® able to have a total length of 100
km potentially supporting 17 power-splitting TDM PONs, kaperating at a different pair of upstream and
downstream wavelength channels and serving up to 256 OMaislating into a total of 4352 ONUSs [6].
Unlike TDM and WDM PONSs, LR-PONSs typically have a multi-stageetand-branch topology and allow
for the integration of optical access and metro networkse Bloadened LR-PON functionality offers
major cost savings by reducing the number of required dptileetrical-optical (OEO) conversions, at

the expense of optical amplifiers required to compensat@rgpagation and splitting losses [33].

C. FiW Networks

Hybrid FiWi access networks aim at providing wired and wass quad-play services (voice, video,
data, and mobility) over the same infrastructure simulbarséy [9]. Radio-over-fiber (RoF)-based FiWi
networks have been widely studied as an approach to ineegyatical fiber and wireless networks. In
RoF-based FiWi networks, radio frequencies (RFs) are caowed optical fiber links between a CO and
multiple low-cost remote antenna units (RAUS) in support ofaaety of wireless technologies, such as
microcellular radio systems [34]. The additional propagatdelay of deploying optical fibers in RoF
networks may exceed certain timeouts of wireless MAC pr&aesulting in a deteriorated throughput-
delay performance. More precisely, MAC protocols based entralized polling and scheduling, e.g.,
IEEE 802.16 WIMAX, are less affected by increased propagatielays due to their ability to take longer
walk times between the CO and wireless stations (STAS) intmwad by means of interleaved polling

and scheduling of upstream transmissions originating fdifferent STAs. However, in distributed MAC
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Fig. 3. R&F-based FiWi network: UC Davis R&F testbed integration of EP&d WMN [35].

protocols, e.g., the widely deployed DCF in IEEE 802.11a¥WigANs as well as EDCA in IEEE 802.11n
based WMNSs, the additional propagation delay between STA8Rs) and access point (AP), or MPP,
poses severe challenges. The aforementioned limitatibNgLAN-based RoF networks can be avoided
in so-called radio-and-fiber (R&F) networks [9]. While RoF netits use optical fiber as an analog
transmission medium between a CO and one or more RAUs with theed(@ Im charge of controlling
access to both optical and wireless media, in R&F networkesacto the optical and wireless media is
controlled separately from each other by using different@A#otocols in the optical and wireless media,
with protocol translation taking place at their interfage. a consequence, wireless MAC frames do not
have to travel along the optical fiber to be processed at thebDOsimply traverse their associated AP
and remain in the wireless network, thus avoiding the negathpact of fiber propagation delay on the
network performance.

Fig. 3 shows a recently demonstrated R&F-based FiWi netwartit@cture consisting of an integrated
PON and WLAN-based WMN. In the University of California (UC) Davestbed, there are two EPONs
and an IEEE 802.11g WLAN-based WMN with a maximum transmissaia of 54 Mb/s [35]. In this

figure, the gateways and routers denote MPPs and MPs as defilleBE 802.11s WMN, respectively.
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Intermediate MPs are used by MPPs to extend the WMN signakramgereby path selection in the WMN
might be done based on the availability of the wireless cahand/or minimum number of hops. As
shown in Fig. 3, optical protection is provided by using DN duplication. We note that no survivability

analysis has been provided for the optical nor wireless satgrof the proposed FiWi network.

IV. SURVIVABILITY ANALYSIS

In this section, we analyze the survivability of NG-PONs &id/i networks with and without partial
optical protection. The considered LR-PON may be upgradé¢d WIDM and/or high-speed transceivers

to create WDM and/or high-speed TDM LR-PONSs, respectively.

A. NG-PON without Protection

Let us first consider an LR-PON tree-and-branch topology autrany protection and investigate its
connectivity as a function of different fiber link failure girabilities. In a multi-stage tree-and-branch
based LR-PON withV connected ONUs, we denote the probability that a given filmdr fails by p,,,
wheren is the index of the stage to which the fiber link belongs, asvshio Fig. 4. Note that the special
case of only two stages = 0 andn = 1 would correspond to conventional TDM/WDM PONSs with a
single splitter. Letp,, p1, ... denote the fiber link failure probability of stage 1, ..., respectively. We
assume that fiber link failures occur independently fromheatter. Further, we definé as the distance

(i.e., number of intermediate splitters) between a giverlJONand the OLT given by
d; = distance(ONU 4,OLT),i € {1,2,...,N}. Q)

Note that our model can be easily generalized by assumirigrelift failure probabilities of fiber links
belonging to the same stage (i.e., having the same distanite tOLT).
Let k(i,j) be the distance of the last common splitter of ONJJand j to the OLT (see Fig. 4 for

illustration). The probabilityp;; that ONUs: andj are connected via the OLT, which is equivalent to the
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Fig. 4. LR-PON and last common splitter of ONtand ONUj for d; = 5, d; = 4, andk(i,j) = 1.

probability that all fiber links from ONU and ONUj; to the OLT are intact, is given by

pij = (L—po) (1 —prgy)
(1= prye1) - (1 = pang, )
'(1 - p(di/\dj)+1) te (1 - pdi\/dj)’ (2)

whereA andV denote the minimum and maximum values of two variables,e@sgly. In the first line
of Equ. (2), the probability of all intact shared fiber link®r the OLT to the last common splitter of
the two ONUs is calculated (i.e., from to p,; ;). In the second line of this equation, the probability of
all intact fiber links from the last common splitter of the t@dNUs to the ONU which has the minimum
distance to the OLT (i.ed; A d;) is calculated. We note that in this calculation the ONUslyplfferent
independent fiber links with the same failure probabilityiethresults in the squared probabilities. The
probability of all intact fiber links from the ONU with mininma distance (i.e.(d; A d;) + 1) to the ONU
with maximum distance (i.ed; V d,) is calculated in the third line of Equ. (2). Further, the lpability

that ONU: is connected to the OLT is given by

g =(1—po)...(1—pa,). 3)
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B. Fiw: NG-PON with Wreless Protection

To provide survivability against fiber link failures, we tato find a setV of ONUs and equip each
of them with an MPP such that they can communicate wirelesghy if the LR-PON fiber infrastructure
fails completely. Generally speakinyy should be chosen as small as possible while at the same time
guaranteeing a high degree of survivability. To allow foy4a&-you-grow wireless upgrades of LR-PONs
and satisfy given cost constraints, in general only a subs&NUs are equipped with an MPP, i.e., we
fix the cardinality of\V to |W| =M < N.

In this paper, we propose the following selection schemadentify the A/ ONUs and equip each of
them with an MPP:

1) Random selection:In this scheme)M ONUs are randomly selected among tNeONUSs.

2) Uniform selection: In this approach, thé/ selected ONUs include ONWUand ONUN. The other
M — 2 ONUs are uniformly selected among the remainiNg— 2 ONUs such that the index of
two neighboring selected ONUSs differs bw/(M — 1), i.e, W ={ONU i, i = 1,1+ [N/(M —
n],...,N}.

3) Selection of weakest ONUSstn this scheme, thé/ ONUs with the smallest probability; of being
(optically) connected to the OLT are selected.

4) Selection of strongest ONUs:Conversely, this scheme selects thé ONUs with the largest
probability ¢; of being (optically) connected to the OLT.

Next, letO be the random subset of ONUs which are connected to the Olifadigtafter one or more

fiber link failures have occurred. For a given 3#&t the following two cases can happen:

o If ONW = ¢ (i.e., both sets are disjoint), then all ONUs@dhand all ONUs in//¥ can communicate

among themselves, but no ONU & can communicate with any ONU iW.

o If ONW # ¢, then any pair of ONUs, say, ONUsand j, in O U can communicate with each

other even if ONU; € O buti ¢ W and ONUj; € W but j ¢ O, and vice versa.
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For a given selV, the expected number of ONUs, which are connected to the ®lgiven by

N
> (4)
i=1
wherer; is the probability that ONU has a connection to the OLT, either directly optically orelassly-
optically, after equipping the selectdd ONUs with MPPs. In Equ. (4);; is given by
P(ONW # ¢),i €W

ri = (5)
PieO)=q,i ¢ W,

wherebyP(O N'W # ¢) is the probability that there exists at least one ONWAhwhich is also inO,
i.e., there is at least one wirelessly upgraded ONU that Hadwae-free optical connection to the OLT.
In the following, we describe the computer program we usedetursively calculate?(O N W # ¢)
according to the four following steps:

1) First, we prune the LR-PON tree-and-branch topology byorengy all ONUs that are not iy
and the branches leading to them. The resultant pruneddpadogy contains only thé/ selected
ONUs in W, including only the branches connecting them to the OLT.

2) In the pruned tree topology, splitters with one incomirgefilink of stagel and one outgoing fiber
link of stagei + 1 are replaced with a single fiber link whose assigned failuodgbility is equal
top. =1—(1—p;)(1—pi1). Thatis, 1:1 splitters together with their respective maag fiber
link and outgoing fiber link are replaced with a new fiber linkfailure probability p..

3) Beginning at the leaves (i.e}/ ONUSs), we assign each of the splitters that are directly eoted
to the M ONUs the probability that it has at least one failure-freéiagh connection to one of its

corresponding ONUSs. For a given splitter, n hops away from the OLT, this probability is given

by

m

=1

wherem and p,,; denote the number of ONUs connected to splitgrand the probability that
ONU i is connected to splittes,,, respectively. This step is repeated for all splitters afhestage

of the pruned tree until we reach the first splittgrnext to the OLT.
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4) Finally, we calculate the probability that the OLT has dufe-free optical connection to at least

one of theM ONUs, which is given by
Porr = (1 —po) - Py,. (7)

Note thatP .7 is equivalent to probability; in Equ. (5) fori € W. Thus, we have®?(O N W #

gb) =Porr for ONU 4, i € W.

C. FiW: NG-PON with Both Wireless and Optical Protection

So far, we have assumed that the LR-PON under considerat®mdaptical protection. Recall from
Section I, that partial optical protection is a viable smntto improve the survivability of LR-PONs by
connecting one or more ONUs with additional back-up fibekdito the OLT. Now, if there exists an
ONU, say, ONUI1, with a safe optical connection to the OLT (i.e,,= 1) by means of optical protection
and ONU1 € W, thenP(ONW # ¢) = 1 and Y, 7; is maximal among all choices o for a given
IW| = M, if we upgrade theV/ — 1 weakest ONUSs (i.e., those ONUs with the lowggtand ONU 1
with MPPs. Note that by maximiziny_} , ; the mean number of ONUs connected to the OLT becomes

maximal.

D. Failure-free Connections among ONUs

To evaluate and compare the aforementioned selection sshesme compute the average number of
failure-free connections among ONUSs (i.e., pairs of ONUsnaxted by optical and/or wireless links).

The average numbeb of failure-free connections among ONUs is given by

D=E[OUW| (OUW|-1)]. 8)

(é ﬂouw(i>> ((é EOUW(]')> _ 1)] , ©)

To computeD, we can write

D=E
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whereloy (i) denotes the indicator function of subg@tJ W for a given ONU: and is given by

Lie (OUW)
Touw(i) = (10)
0,i¢ (OUW).

Using this definition of the indicator function, we can exddaqu. (9) to

N

D=) > Pic(OuUW),jc(OUW))-> P(ic(OuUW)), (11)

=1 j=1 =1

where the first term is computed by distinguishing the follayvcases

4

l,LaeW,5eWwW

i L EW, JEW
Plie (OUW),j € (OUW)) = Pyt g W7 ¢ (12)

\qi,z'géW,jEW

and the second term is given by

lLieWw
Pi e (OUW)) = (13)

V. NUMERICAL RESULTS

To facilitate a better understanding of survivability in N®Ns, we first consider the impact of number
of stages and number of ONUs on the optical fiber connectioBMbs to the OLT without taking the
WMN into account. Let us start with a conventional 2-stage RN consider a typical number o&f = 16
ONUs connected to the OLT. We then increase the number oéstagd number of ONUs to form NG-
PONSs. More specifically, we consider a binary tree based P@i¢re each additional stage increases
the number of ONUs by a factor of 2. Toward this end, we reptheel:16 splitter of the conventional
PON with a 1:2 splitter and attach two 1:16 splitters to thavés of the 1:2 splitter. As a result, the
new PON has 3 stages and supports 32 ONUs at a distance of 2HeoQLT (i.e.,d; = 2). For each
additional stage, we insert a 1:2 splitter next to the OLT dadble the number of branches and attached

ONUs until we reach the maximum numbéi = 4096 ONUs, which is close to the experimentally
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Fig. 5. Impact of number of stages and number of ONUs on the pilithalp; of an intact optical connection of ONWto the OLT.

demonstrated state-of-the-art LR-PON with a total of 4352USN6]. For now, we assume the same
failure probability for the fiber links of different stagese(, po = p1 = --- =: p). Fig. 5 depicts the
probability ¢; that a given ONU; is connected to the OLT vs. the number of stages for diffefiest link
failure probabilityp € {1075,107%,1073}. We observe that the probability of an intact optical cortioec
to the OLT decreases for an increasing number of stages andsOdépecially fop = 1073, This figure
illustrates the importance of providing improved survilié&pin NG-PONSs as their increased number of
stages and ONUs result in a decreasing ONU connectivitygiitity ¢;.

Next, we investigate the beneficial impact of interconmectONUs through a WMN. Fig. 6 depicts
the average numbeb of failure-free connections among a fixed numberNof= 1024 ONUs vs. fiber
link failure probability p, which is assumed to be the same in all eight stages of theybtnee. For
simplicity, we use the random selection scheme to chadlse< N = 1024 ONUs, wherebyM €
{0, 16, 32,64, 128, 256,512, 1024 }. Except forM = N, we observe that the average number of failure-
free connections decreases for an increasing fiber linkriiprobability and asymptotically approaches
zero for M < 64. Increasing the number of wirelessly upgraded ONUd/&e= 128 and higher increases

the number of failure-free connections. The random seleatf M/ = 512, i.e., randomly equipping 50%
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Fig. 6. Average numbebD of failure-free connections amony = 1024 ONUs vs. fiber link failure probability (same for all stages).

of the ONUs with MPPs, helps maintain roughly 25% of all castitms among ONUSs for a medium and
high fiber link failure probabilityp. Note that full connectivity among all ONUs can be achieveddny
value ofp by equipping allN = 1024 ONUs with an MPP.

In the following, we examine the benefits and limitations qligping a subset of ONUs with MPPs
in greater detail by taking a number of different NG-PON togees into account and comparing them
to the above binary tree topology. Fig. 7 shows the four ckfié NG-PON topologies we consider for
the performance evaluation of our proposed selection sehem

. Binary tree: As mentioned above, the binary tree uses 1:2 splittersliitsabtages except for the

last one. The last stage uses Isplitters to connect the ONUs to the tree. Each additioredest
increases the number of attached ONUs by a factor of 2. Nateirtithe binary tree all ONUs have
the same distance to the OLT.

« Full tree: In the full tree, each stage deploysSisplitters. Similar to the binary tree, all ONUs have

the same distance to the OLT. Clearly, for a given number of ®lgir distance is smaller in the
full tree than in the binary tree.

« Pyramid: The pyramid uses only &: splitters, but ONUs are allowed to be located at different



SUBMITTED TO |IEEE TRANSACTIONS ON RELIABILITY 23

Splitter

Splitter

@) (b)

ONU |

ONU |

Splitter

OLT ONU

Splitter ONU ‘

ONU |

© (d)
Fig. 7. NG-PON topologies: (a) binary tree, (b) full tree, (c) pyranaidd (d) cube.

distances from the OLT. In the pyramid, ONUs are connectddonty to the splitters of the last
stage but also to intermediate splitters. Specificallyheatermediate splitter connects £6-2 ONUs
while the remaining 2 branches connect to the next stagehé\fihal stage, each splitter connects
to S ONUs. Note that like the binary tree, each additional stagihe pyramid doubles the number
of connected ONUSs.

« Cube: Similar to the pyramid, the cube deploys onlyIsplitters and allows ONUs to have different

distances to the OLT, whereby each stage increases the nwh@NUs by S — 1 ONUs. In the
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Fig. 8. Average numbeD of failure-free connections vs. fiber link failure probabilityin binary tree with different splitting rati& for

M =64 and N = 1024.

cube, each intermediate splitter connects$'te 1 ONUs while the remaining branch connects to the

next stage. The final splitter has ONUs attached to it.

Changing the splitting rati®d of the aforementioned topologies leads to different NG-P€axfig-
urations. Fig. 8 shows the impact of differefite {16,32,64,128,256} on the average numbdp of
failure-free connections in a binary tree willi = 64 and N = 1024 vs. fiber link failure probabilityp
(same for all stages). We observe from Fig. 8 that the avemag®er of failure-free connections among
ONUs increases for increasing splitting ratio This is due to the fact that a largérimplies that fewer
stages are required to connect the 1024 ONUs to the OLT. Tdweceel number of required stages in
addition to the fact that with an increas®dhere are more fiber links at the final stage, whose cuts affect
only single ONUs, make the binary tree more robust againktféilures, resulting in an increased number
of failure-free connections and improved survivabilityoM importantly, note that the results shown in
Fig. 8 are the same for all four different selection schemésit is, in a binary tree we obtain the same
value of D independent of the applied selection scheme. This is duketdact that all ONUs have the

same distance and are thus identical in terms of link faiprabability and disconnection from the OLT.
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Fig. 9. Average numbebD of failure-free connections vs. fiber link failure probabilityin binary tree and full tree with splitting ratio

S = 32 for different M (N = 1024 fixed).

As a consequence, operators of a binary tree based NG-POfkearts choose any ONUs for a wireless
upgrade in order to achieve the same level of survivabilitgreby greatly simplifying network migration
from NG-PON to FiWi networks. The selection of tié ONUs can be made based on the requirements
of the available WMN. For instance, a network operator magatél/l ONUs that are close to each other
in order to build a WMN with fewer or even no intermediate MPsl avireless links of shorter length.
The same observations hold for our second NG-PON topolbgyfull tree. However, the full tree is able
to achieve a significantly higher numbér of failure-free connections than the binary tree, as shawn i
Fig. 9 for a fixed splitting ratioS = 32 and different)M € {0, 128, 256, 512}, whereby N = 1024.

Next, we examine the pyramid NG-PON topology where ONUs dbave the same distance to the
OLT. Fig 10 compares the performance of our different selacgchemes for a 5-stage pyramid NG-PON
topology with splitting ratioS = 32, which translates into a total number 8f = 466 ONUSs, in terms
of average numbeD of failure-free connections vs. numbéf of ONU-MPPs. Furthermore, we allow
each stage to have a different fiber link failure probahilitg., po # p1 # --- # ps. More specifically,

we consider different scenarios where the fiber link failjprebability per stage is descending, ascending,
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Fig. 10. Performance comparison of different selection schenrea f®stage pyramid NG-PON topology with splitting ratfo= 32

interconnectingV = 466 ONUs and various fiber link failure probability scenarios: (a) descendimn ascending, (c) ascending-descending,

and (d) descending-ascending.

or a combination thereof for an increasing distance from@h&. In the descending scenario, the fiber
link failure probability per stage decreases for an indrepslistance from the OLT. Conversely, for an
increasing distance from the OLT the fiber link failure prbitity per stage increases in the ascending
scenario. In the ascending-descending scenario, the fitkefailure probability per stage increases for an
increasing distance from the OLT, with the middle fiber linkvimg the highest link failure probability,
and from that link for an increasing distance from the OLT fioer link failure probability per stage

decreases. Conversely, in the descending-ascending mxethar fiber link failure probability per stage
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decreases for an increasing distance from the OLT, with tidellefiber link having the lowest link failure
probability, and from that link for an increasing distancenfi the OLT the fiber link failure probability
per stage increases. In Fig. 10(a), the fiber link failureophulity per stage decreases by a factor of 10 for
an increasing distance, wherey= 104, p; = 107, p, = 107%, p3 = 1077, andp, = 10~8. We observe
that all four selection schemes essentially show the sanferpgnce since all ONUs, independent of
their distance, are equally affected by the dominating filmér probabilitiesp, andp, which are by one
or more orders of magnitude larger thas) p3, andp,. In contrast, a significant difference between the
selection schemes can be observed in the opposite case thibefiber link failure probability per stage
increases by a factor of 10 for an increasing distance, asrsho Fig. 10(b) forp, = 1078, p; = 1077,

po = 107°, p3 = 1075, andp, = 10~%. While no significant difference between the uniform and cand
selection schemes can be observed, Fig. 10(b) demonstinatethe scheme of selecting tiAi¢ weakest
ONUs clearly outperforms the strongest ONU selection sehévtore precisely, with the strongest ONU
selection scheme, the performance gain is negligible fotould = 116, i.e., even upgrading 25% of the
ONUs with MPPs does not achieve any sizable survivabilitpriomement. Conversely, with the weakest
ONU selection, the numbdbp of failure-free connections grows exponentially for irasag M/, reaching
almost full connectivity already fol/ = 233, i.e., 50% of the ONUs are upgraded with an MPP. In
Fig. 10(c), the central stage is assumed to suffer from theirman fiber link failure probability while
fiber links failures become less likely towards the OLT andd&stant ONUSs, i.e., we havg, = 1078,

p1 = 1075, p, = 1074, p3 = 1079, andp, = 10~%. As shown in Fig. 10(c), we observe that such a failure
scenario makes the difference between the weakest andjsfio®@NU selection schemes less pronounced
and makes them comparable to the random and uniform selestiiemes, especially for small and large
values of M. In the fourth and final failure scenario under considergtibe central stage is assumed to
be less failure prone than the other stages by sefting 107, p; = 1075, p, = 1078, p; = 1079, and

ps = 1074, as depicted in Fig. 10(d). Similarly to Fig. 10(b), the westkONU selection scheme is again

superior to the strongest ONU selection scheme. Howeverlfdour selection schemes the number
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Fig. 11. Performance comparison of different selection schemes f&-stage cube NG-PON topology with splitting ratfo= 117

interconnectingV = 465 ONUs under the ascending fiber link failure probability scenario.

of failure-free connections is smaller in Fig. 10(d) tharFig. 10(b) for M < N.

We have also studied the impact of the four aforementionédréascenarios (descending, ascending,
ascending-descending, descending-ascending) on thermparice of the cube NG-PON topology. For a
fair comparison with the above pyramid topology, we havesaigred a 5-stage cube that interconnects
almost the same number of ONUE = 465. Towards this end, we had to set the splitting ratio of
the 5-stage cube t6 = 117. Overall, we observed the same general behavior as in thempgrwith
only a few subtle differences, as highlighted in Fig. 11 foe tascending failure probability scenario
with py = 1078, p; = 1077, p, = 1075, p3 = 107°, andp, = 10~%. Fig. 11 illustrates that the choice
of the right selection scheme becomes even more importattiteircube topology. While there is again
no major difference between the random and uniform selec@hemes, the superiority of the weakest
ONU selection scheme over the strongest ONU selection sehemore pronounced in Fig. 11 than
in Fig. 10(b). The former one achieves a valuelofclose to the maximum for already/ = 116, i.e.,
upgrading only 25% of the ONUs with an MPP, while no significparformance gain can be observed

for the latter one, even by wirelessly upgradifg = 232, i.e., 50% of the ONUs, with an MPP. Thus,
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Fig. 12. Average numbeb of failure-free connections vs. numb&f of wirelessly upgraded ONUs for a 5-stage cube NG-PON topology

(S =117, N = 465) with and without optical protection.

it seems that that for an NG-PON topology with a high splgtiatio, such as our considered cube with
S = 117, the survivability can be improved significantly (i.€), close to maximum) by equipping only a
relatively small subset of ONUs with an MPP. In other words NiG-PON topology with a high splitting
ratio has the potential to provide a good survivability periance-cost trade-off by deploying the right
selection scheme.

So far, we have assumed that there is no optical protectign.12 depicts the beneficial impact of
deploying optical protection in addition to interconnagtia subset of ONUs through a WMN for the
aforementioned 5-stage cube topology with= 117 and N = 465. The figure shows the average number
of failure-free connections vs. numh&f of wirelessly upgraded ONUs with and without optical préi@T
using the weakest ONU selection. More precisely, withouicap protection we select thé/ weakest
ONUs and interconnect them through a WMN, as discussed alotégi 11. With optical protection,
the wirelessly upgraded/ ONUs are additionally optically protected by means of bapkfibers such
that their optical connection to the OLT can be considerdd,sz.,¢; = 1. In Fig. 12, the number

OP of optically protected ONUs i©P € {1,7,14,29,58,116,232,465}. Fig. 12 clearly demonstrates
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that deploying partial optical protection in combinationttwusing a WMN front-end helps increage
significantly. Especially for small to mediui/ (and OP), partial optical protection is an effective yet

cost-efficient means to improve the survivability of NG-P©O©ahd FiWi networks considerably.

VI. CONCLUSIONS

Current TDM PONSs are evolving into NG-PONSs with the goal toieeh higher performance param-
eters, e.g., higher data rates, increased splitting radiod longer fiber reach than current state-of-the-art
EPON/GPON architectures. In conventional PONs, proteati@y be considered cost-prohibitive due to
the relatively small number of ONUSs (typically in the randel6 to 64). However, due to their significantly
higher number of attached ONUSs, data rates, wavelengtinehaounts, and extended coverage, network
survivability is becoming a key issue in NG-PONSs. In this gapve have analyzed the survivability of
NG-PONs and emerging hybrid FiWi networks in terms of fahfiree connections, either only optical or
mixed optical-wireless, among ONUs taking both optical amcetless partial/full protection into account.
We have compared the performance of various schemes td €8\&ds and interconnect them wirelessly
through a WMN under the consideration of different networgadlogies and a wide range of fiber link
failure scenarios. Our obtained results indicate that fgivan number of ONUs NG-PON configurations
with a higher splitting ratio are able to achieve a higherrdegof survivability in terms of failure-free
connections among ONUs. Furthermore, we have found thathitbiee of the right selection scheme has
a significant impact on the survivability of NG-PONs and FiWétworks. In the example of the cube
NG-PON topology, by using the weakest ONU selection schdraenumber of failure-free connections
among ONUs is almost maximized by wirelessly upgrading dt89o of the ONUs. Finally, we have
seen that partial optical protection in combination with a Wifdlont-end is an effective and cost-efficient
means to improve the survivability of NG-PONs and FiWi netkgoconsiderably, especially for small
to moderate numbers of required ONU-MPPs. Note that ourystodused on analyzing the impact of
link and node failures on the connectivity of NG-PONs and Faatess networks. An interesting future

research avenue would be to take the different data ratetatd-af-the-art optical and wireless access
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technologies into account in order to provide acceptabl@Econtinuity in the event of single or multiple

network failures.
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