
Theoretical Computer Science Department
Faculty of Mathematics and Computer Science

Jagiellonian University

Dimension of posets with cover
graphs in minor-closed classes

Michał T. Seweryn

PhD dissertation

Supervisor: dr hab. Piotr Micek, prof. UJ

Kraków, June 2022





Acknowledgments

First of all, I would like to thank my advisor, Piotr Micek, for countless
hours spent together, working on bigger and smaller math problems, writ-
ing papers, and having many inspiring discussions. I am grateful for the
guidance and the opportunity to grow.

Iwould like to thank BartoszWalczakwho introducedme to the dimen-
sion theory during my master’s studies. Had it not been for him, I would
not have started investigating this interesting branch of combinatorics.

Big thanks to my university colleagues, in particular Grzegorz Guśpiel,
Piotr Kawałek and Marcin Briański. It has been great to have you around.

I would also like to thank my girlfriend Klaudia, my friends, and my
parents for all the support.





Contents

Introduction 3

1 Preliminaries 7

2 Tree-width at most 2 19
2.1 Series-parallel graphs . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 The proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3 Excluding aK2,n-minor 33
3.1 Graphs without large K2,n-minors . . . . . . . . . . . . . . . 34
3.2 Posets with cover graphs in P . . . . . . . . . . . . . . . . . . 36
3.3 Gadget extensions . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 The proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4 Excluding a ladder 49
4.1 Ladders and a variant of treedepth . . . . . . . . . . . . . . . 50
4.2 Centered colorings . . . . . . . . . . . . . . . . . . . . . . . . 54

5 k-Outerplanarity 59
5.1 Min-max reduction and unfolding . . . . . . . . . . . . . . . 60
5.2 The roadmap . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.3 Reduction to doubly exposed posets . . . . . . . . . . . . . . 68
5.4 From a standard example to a Kelly subposet . . . . . . . . . 71

5.4.1 Finding a tree-disjoint standard example . . . . . . . 77
5.4.2 Finding a path-separated standard example . . . . . . 82
5.4.3 Finding a Kelly subposet . . . . . . . . . . . . . . . . . 85

Bibliography 94

1



2



Introduction

Partially ordered sets, also known as posets, are ubiquitous objects in com-
binatorics. Every finite poset is isomorphic to a subposet of the product
of a number of linear orders (equipped with the product order), and the
least number of linear orders forwhich such an isomorphic subposet can be
found is called the dimension of the poset. The notion of poset dimension
was introduced in 1941 by Dushnik and Miller [6], and it is an important
measure of poset complexity with many applications in theoretical com-
puter science. For instance, posets of small dimension can be efficiently
stored in memory, requiring much less space than when storing the matrix
of poset comparabilities. Dimension is also intriguing from the perspec-
tive of computational complexity. Already the problem of determining
whether a poset has dimension 3 is NP-complete [36], and no polynomial
time algorithm exists that approximates the dimension within a factor of
Opn1´εq for any ε ą 0 [3]. We do not know any nontrivial poset classes for
which dimension can be effectively computed.

The theory of dimension for partial orders is a rich part of combinatorics
which has many deep connections with graph theory. For instance, poset
dimension can be used to characterize planar graphs [27] and nowhere
dense classes of graphs [15]. Recent research explores dim-boundedness,
which is a poset-theoretic counterpart of χ-boundedness from the realm of
graphs. Classes of posets known to be dim-bounded include posets with
cover graphs of bounded pathwidth [13] or treewidth [16], and some of
the recent results [20] provide a promising approach to solving a more
than 40 years old conjecture that posets with planar cover graphs are dim-
bounded.

In this thesis I explore links betweendimension of posets andproperties
of the graphs associated with them. My goal is to address the following
question.
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Which minor-closed graph classes C have the property that
posets with cover graphs in C have dimension bounded by a constant?

This question deserves providing some context.
There are several ways to associate a graphwith a poset. In the simplest

one, the vertices are the elements of the poset, and two distinct vertices are
adjacent when they are comparable in the poset. That graph is called the
comparability graph of the poset. Intuitively, posets with “sparse” compa-
rability graph should have small dimension. The simplest way to formal-
ize sparsity is to consider graphs of bounded degree, and the dimension of
posets with comparability graph of bounded degree has been studied ex-
tensively [10, 7, 28]. Scott and Wood [28] proved that posets with compa-
rability graphs ofmaximumdegree∆ have dimension∆ log1`op1q ∆, which,
by a result of Erdős, Kierstead and Trotter [7] is within a logop1q ∆ factor of
optimal.

Every chain in a poset forms a clique in the comparability graph, so any
poset with a comparability graph ofmaximumdegree∆ has height atmost
∆` 1. It turns out that in the bounded height setting, for the dimension to
be bounded it suffices to assume sparsity of its cover graph.

The cover graph of a poset is the subgraph of its comparability graph
consisting of only those edges which are not implied by transitivity of the
order relation. In other words, the cover graph of a poset is its Hasse dia-
gram seen as an abstract undirected graph. In 2014, Streib and Trotter [30]
proved that posets with planar cover graphs have dimension bounded in
terms of height. This discovery initiated a line of research aiming to un-
derstand, for which graph classes C it is true that all posets with cover
graphs from C have dimension bounded by a function of height. The afore-
mentioned bound on the dimension for posets with comparability graph
of bounded maximum degree implies that this holds when C has bounded
maximumdegree. A sequence of results revealed that this also holdswhen
C is a class of bounded treewidth [14], a class excluding a fixed graph as
a minor or as a topological minor [34, 24], or a class of bounded expan-
sion [18]. Note that graphs excluding a fixed graph as a minor generalize
planar graphs and graphs of bounded treewidth, and graphs excluding a
fixed graph as a topologicalminor generalize graph of boundeddegree and
graphs excluding a fixed graph as a minor. Classes of bounded expansion
generalize all classes mentioned before.

This brings us back to our initial question. When does there exist a
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Figure 1: Two posets with planar cover graph and dimension 6. Both con-
structions contain a standard example of dimension 6, which is a poset
consisting of the elements a1, . . . , a6, b1, . . . , b6 such that each ai is incompa-
rable with bi and ai ă bj for i ‰ j.

bound on the dimension which does not depend on height? In 1977, Trot-
ter and Moore [33] showed that every poset whose cover graph is a forest,
has dimension at most 3. Soon after, Trotter [32] found a construction of
posets with planar cover graphs and arbitrarily large dimension, see Fig-
ure 1a. This shows that only for some properminor-closed classes there ex-
ists a constant bound. Furthermore, in 1981, Kelly [19] constructed posets
with arbitrarily large dimension and planar cover graphs of treewidth (and
pathwidth) 3, see Figure 1b.

Nevertheless, a constant bound is known for several examples ofminor-
closed classes other than the class of forests. Felsner, Trotter and Wiechert
proved that the dimension is at most 4 for the class of outerplanar graphs.
For the class of graphs of pathwidth at most 2, Biró, Keller and Young [1]
showed that the dimension is at most 17, which was later improved to 6 by
Wiechert [35]. Joret, Micek, Trotter, Wang and Wiechert [17], showed that
for the class of graphs of treewidth at most 2 (which are exactly the graphs
which exclude K4 as a minor) the dimension is at most 1276. Finally, it
is an easy consequence of folklore results that for any class of bounded
treedepth the dimension is bounded as well.

Where exactly is the boundary between the minor-closed classes for
which the dimension is bounded and those forwhich it is unbounded? The

5



necessary condition for a class to have bounded dimension is to exclude the
cover graph of some poset from the Kelly’s construction. It is conjectured,
that this condition is also sufficient because the cover graphs of posets from
Kelly’s construction can be found as minors in all known constructions of
posets of large dimension. Although the conjecture remains open, the re-
sults presented in this thesis make a substantial progress in finding the
answer to the question. Moreover, the work on this question has led to
new discoveries in other areas: a qualitative structure theorem for graphs
excluding long ladders and an improved bound on the dimension in terms
of height for posets with planar cover graphs.

In this thesis, I present four major results. The first result, is an im-
proved bound on the dimension for posets with cover graphs of treewidth
at most 2, published in [29]. The new proof not only gives a substantially
better bound (12 in place of 1276), but also is much simpler than the orig-
inal proof by Joret et al. [17].

The second result is my unpublished result that for a fixed n, posets
excludingK2,n-minors in their cover graphs have bounded dimension. The
proof relies on a characterization of graphs without large K2,n-minors by
Ding [5].

The third result shows that posets excluding a 2 ˆ n grid (a ladder)
as a minor for a fixed n have bounded dimension. This is a joint work
with Huynh, Joret, Micek and Wollan [12]. In our work, we developed a
new structure theorem for graphs without long ladders, which is of inde-
pendent interest. We present some applications of this structure theorem
outside poset theory.

The finalmain result is a theorem, which I proved togetherwith Gorsky
[11], that posets with k-outerplanar cover graphs have bounded dimen-
sion. Our bound is Opk3q. This generalizes the fact that posets with outer-
planar (that is 1-outerplanar) cover graphs have bounded dimension. An
important consequence of this is that height-h posets with planar cover
graphhavedimensionOph3q. Previously, the best knownboundwasOph6q.
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Chapter 1

Preliminaries

Graphs
In order to make the thesis self-contained, we introduce the standard def-
initions and notation from graph theory in this and the following section.
For a broader introduction to graphs, we refer the reader to the excellent
textbook on graph theory by Diestel [4].

A graph is a pair G “ pV,Eq where V is a set whose elements are called
vertices and E is a set whose elements are 2-element subsets of V called
edges. We always assume the sets V andE to be disjoint and finite. A graph
with vertex set V is said to be on V . The vertex set and the edge set of a
graph G are referred to as V pGq and EpGq, regardless of any actual names
of these sets. For instance, the vertex set of a graph H “ pW,F q is referred
to as V pHq, not asW pHq. The empty graph is pH,Hq.

An edge e “ tx, yu is usually written as xy or yx, and the vertices x and
y are called ends of e. We also say that the vertices x and y are incidentwith
the edge e. We mainly use the notation tx, yu for pairs which may or may
not be edges of the graph. When a graph G has an edge xy, the vertices x
and y are called adjacent or neighbors. The set of neighbors of a vertex x in
a graph G is denoted by NGpxq, and the number of neighbors of x is the
degree of x. A graph is complete if all its vertices are pairwise adjacent. We
denote by Kn a complete graph with n vertices. A graph G is bipartite if
its vertex set admits a partition into two sets A and B such that each edge
of G has ends in A and B. If additionally G contains all possible edges
with ends in A and B, we call G complete bipartite. We denote by Kn,m a
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complete bipartite graph with a corresponding partition tA,Bu satisfying
|A| “ n and |B| “ m.

Two graphs G1 and G2 are isomorphic if there exists an isomorphism be-
tween them, that is a bijection φ : V pG1q Ñ V pG2q such that for any pair
of distinct vertices x and y of G1 we have tx, yu P EpG1q if and only if
tφpxq, φpyqu P EpG2q. The isomorphism class of a graph G is the collection
of all graphs isomorphic to G (If G is nonempty, then this collection does
not form a set, as the vertices can be arbitrary sets and there is no set of all
sets). Since we only consider finite graphs, there are only countably many
distinct isomorphism classes of graphs. A class of graphs (or a graph class)
is any collection C of graphs such that whenever a graph belongs to it, so
do all graphs isomorphic to it. Hence, every class of graphs is the union of
(at most countably many) isomorphism classes of some graphs.

The union and intersection of two graphs G1 and G2 are defined as

G1 X G2 “ pV pG1q X V pG2q, EpG1q X EpG2qq

and
G1 Y G2 “ pV pG1q Y V pG2q, EpG1q Y EpG2qq

respectively. The graphs G1 and G2 are disjointwhen G1 X G2 is the empty
graph (which is equivalent to V pG1q X V pG2q “ H).

If H and G are two graphs such that V pHq Ď V pGq and EpHq Ď EpGq,
then H is a subgraph of G, G is a supergraph of H , and we write H Ď G.
If additionally H contains all edges xy P EpGq with tx, yu Ď V pHq, then
H is called an induced subgraph. For a subset of vertices U Ď V pGq, the
induced subgraph ofGwith the vertex set U is called the subgraph induced
by U and denoted by GrU s. We denote by G ´ U the subgraph induced
by V pGqzU , that is the graph obtained by deleting all vertices in U and all
edges incident with them. For a set F of 2-element subsets of V pGq which
may or may not be edges of G, we define G ´ F “ pV pGq, EpGqzF q and
G ` F “ pV pGq, EpGq Y F q

A path is a graph W which consists of distinct vertices x0, . . . , xk such
that EpW q “ txixi`1 : i P t0, . . . , k ´ 1uu. When there is no ambiguity with
the notation xy for edges, we denote such a path by x0 ¨ ¨ ¨ xk. The length of
a path is the number of its edges. A path of length 0 is trivial. The vertices
x0 and xk are the ends of the path while x1, . . . , xk´1 are the inner vertices.
Two or more paths are internally disjoint if none of them contains an inner
vertex of another.
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When A and B are sets of vertices and W is a path x0 ¨ ¨ ¨ xk such that
V pW q X A “ tx0u and V pW q X B “ txku, we call W an A–B path. We
simplify notation when either of the sets A and B is a singleton, so that for
instance we write a–B path rather than tau–B path.

A graph is connected if it is nonempty and for any two vertices x and
y, the graph contains an x–y path. Equivalently, a nonempty graph G is
connected if and only if and only if for every partition of V pGq into two
nonempty sets A and B there exists an edge with ends in both sets A and
B. A subset of vertices U Ď V pGq is connected if the induced subgraph
GrU s is connected. Every graph can be uniquely represented as the union
of disjoint connected graphs, called the components of the graph.

For vertex subsets A, B and X in a graph G, we say that X separates A
and B if every A–B path contains a vertex fromX . If for a vertex x P V pGq

there exists vertices a, b P V pGqztxu lying in one component of G such that
txu separates tau and tbu, we call x a cutvertex. Thus, x is a cutvertex in G
if the graph G ´ txu has more components than G.

A graphG is k-connected if |V pGq| ą k andG´X is connectedwhenever
X Ď V pGq and |X| ă k. A block of a graph G is a maximal connected
subgraph of Gwithout a cutvertex. A block can be a vertex of degree 0, an
edge ewith its ends, or a 2-connected subgraph of G.

A cycle is a graph of the formW ` teu, whereW is a path x0 ¨ ¨ ¨ xk with
k ě 2, and e “ x0xk. A Hamiltonian cycle in a graph G is a cycle in G (that
is a cycle which is a subgraph of G) which contains all vertices of G.

A graphwhich does not contain a cycle is a forest, and a connected forest
is a tree. In a tree T , there is a unique x–y path between each pair of vertices
x and y, andwe denote it by xTy. A rooted tree is a tree with a distinguished
vertex called a root. We sometimes refer to the vertices of trees as nodes. If
T is a rooted tree with a root u0 and u and v are two nodes such that u P

V pu0Tvq, then u is an ancestor of v, and v is a descendant of u. If additionally
u and v are adjacent, then u is the parent of u, and v is a child of u. The lowest
common ancestor of nodes u and v is the unique nodewwhich is an ancestor
of u and v but does not have a child which is an ancestor of u and v. A leaf
is a node without a child, and a node with at least one child is inner. The
height of a rooted tree is the maximum length of a path between the root
and a leaf.
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Minors, planarity and tree-decompositions
The simplest way in which a graph can contain another graph, is as a sub-
graph. Another way in which a graph can be contained is as “minor”. This
section introduces the basics of the graph minors and some important ex-
amples of minor-closed classes of graphs.

When G is a graph and y is a vertex of G with exactly two neighbors x
and z, we say the graph pG´tyuq`txzu is obtained fromG by suppressing y.
The operation inverse to suppressing is subdividing. Subdividing an edge
e “ xz in a graph G yields the graph pV pGq Y tyu, pEpGqzteuq Y txy, yzuq

where y is a new vertex not appearing in G. A graph obtained from G by
repeatedly subdividing edges is called a subdivision ofG. IfG does not have
vertices of degree 0, then every subdivision of G is the union of a family
of internally disjoint paths tWeuePEpGq such that each pathWe has the same
ends as the edge e. A graph H is a topological minor of a graph G when G
has a subgraph isomorphic to a subdivision of G.

Suppressing vertices of degree 2 is generalized by edge contraction.
When G is a graph with an edge e “ xy, one can contract the edge e to
the vertex x to obtain the graph pG´ tyuq ` txz : z P NGpyqztxuu. Note that
if the degree of y is 2, then contracting e to x is equivalent to suppressing
y. We say that a graph H is a minor of a graph G (or G contains H as a mi-
nor) if a graph isomorphic to H can be obtained from a subgraph of G by
repeatedly contracting edges. Equivalently, H is a minor of G if and only
if there exists an indexed family tUxuxPV pHq of pairwise-disjoint connected
subsets of vertices in G such that for every edge xy P EpHq, the graph G
contains an edge with ends in Ux and Uy in G. Every topological minor of
a graph G is a minor of G, and every minor of a graph G in which every
vertex has degree at most 3 is a topological minor of G. IfH is not a minor
of G, we say that G is H-minor-free.

A class of graphs C is minor-closed if for every G P C, all minors of G
belong to C. A seminal result by Robertson and Seymour [26] states that
for everyminor-closed class C there exists a finite set tH1, . . . , Hku of graphs
such that C consists of exactly those graphs which do not contain any of the
graphs H1, . . . , Hk as a minor.

A planar drawing of a graphG is a drawing where the vertices are repre-
sented by points on a plane and the edges are represented by non-crossing
curves between the vertices. More formally, in a planar drawing ofG, each
vertex x P V pGq is represented by a point px P R2 and each edge xy P EpGq
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is represented by a simple curve γxy Ď R2 with endpoints in px and py so
that (1) px ‰ py for distinct x, y P V pGq, (2) pz R γxy for xy P EpGq and
z P V pGqztx, yu, and (3) γxy X γx1y1 Ď tpx, pyu for distinct xy, x1y1 P EpGq. A
graph is planar if it admits a planar drawing. Planar graphs form a minor-
closed class of graphs consisting of exactly those graphs which do not con-
tain K5 nor K3,3 as minors.

Let G be a graph with a planar drawing ptpxuxPV pGq, tγeuePEpGqq. For
every subgraph H Ď G, we define an inherited planar drawing of H as
ptpxuxPV pHq, tγeuePEpHqq. The components (in the topological sense) ofR2ztpx :
x P V pGqu Y

Ť

ePEpGq
γe are called faces of the drawing. Exactly one face in a

drawing is unbounded, and we call it the outer face. A graph is outerplanar
if it admits a planar drawing such that every vertex lies on the bound-
ary of the outer face. A graph is outerplanar if and only if it does not
contain K4 nor K2,3 as a minor. The m ˆ n grid is a planar graph on
t1, . . . ,muˆt1, . . . , nuwhere two vertices pi, jq and pi1, j1q are adjacentwhen
|i ´ i1| ` |j ´ j1| “ 1. Every planar graph is a minor of the n ˆ n grid for
some n.

A k-tree is any graph obtained from a complete graph on k ` 1 vertices
by repeatedly adding vertices in such a way that the neighbors of every
added vertex form a k-clique (for instance, 1-trees are exactly trees on at
least 2 vertices). A partial k-tree is any subgraph of a k-tree. The treewidth
of a graph G, denoted by twpGq is the least k such that G is a partial k-tree.

For every nonnegative integer k, graphs of treewidth at most k form
a minor-closed class of graphs. Graphs of treewidth 0 are graphs without
edges, and graphs of treewidth 1 are forestswhich contain at least one edge.
For k P t0, 1, 2u, graphs of treewidth at most k are exactly Kk`2-minor-free
graphs. Graphs of treewidth at most 3 can be characterized by a list of 4
forbidden minors, and for k ě 4 the complete list of forbidden minors for
graphs of treewidth at most k is not known.

A more complex, but also more useful definition of treewidth involves
tree-decompositions. A pair pT, tVuuuPV pT qq is called a tree-decomposition of
a graph G when T is a tree and tVuuuPV pT q is a family of subsets of V pGq

such that

(T1)
Ť

uPV pT q
Vu “ V pGq,

(T2) for each xy P EpGq there exists u P V pT q such that tx, yu Ď Vu, and

(T3) for any nodes u1, u2 and u of T , if u P V pu1Tu2q, then Vu1 X Vu2 Ď Vu.
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The width of pT, tVuuuPV pT qq is maxt|Vu| : u P V pT qu ´ 1. The treewidth
of a graph can be equivalently defined as the minimum width of its tree-
decomposition. The pathwidth of a graph is the minimumwidth of its tree-
decomposition pT, tVuuuPV pT qq such that T is a path.

Lemma 1.1. Let pT, tVuuuPV pT qq be a tree-decomposition of a graph G, let v1 and
v2 be two nodes of T , and let e “ u1u2 P Epv1Tv2q. IfW is a path in G with ends
in Vv1 and Vv2 , then W contains a vertex from Vu1 X Vu2 .

Proof. For i P t1, 2u, let Ti denote the component of T ´ teu containing vi,
and let Gi “ Gr

Ť

vPV pTiq
Vvs. By (T1) and (T2), we have G “ G1 Y G2,

so there are no edges between V pG1qzV pG2q and V pG2qzV pG1q in G. Since
W is a connected subgraph of G intersecting both V pG1q and V pG2q, this
implies thatW intersects V pG1qXV pG2q. By (T3), we have V pG1qXV pG2q Ď

Vu1 X Vu2 , which implies the lemma.

For each n ě 1, the treewidth of the n ˆ n grid is n. Furthermore,
the Grid-Minor Theorem by Robertson and Seymour [25] states that the
treewidth of a graph is bounded in terms of the size of its largest n ˆ n
grid minor. These results imply a deep connection between planarity and
treewidth: A graph H is planar if and only if there exists an integer c such
that any H-minor-free graph has treewidth at most c.

Posets
A partial order on a set V is a binary relation ď on V such that for any ele-
ments x, y, z P V , the following hold:

(1) x ď x (reflexivity),

(2) if x ď y and y ď x, then x “ y (antisymmetry), and

(3) if x ď y and y ď z, then x ď z (transitivity).

A partial order ď is called a linear order if for any x, y P V we have x ď y or
y ď x. When a linear order is named with a letter, say L, we usually write
“x ď y in L” rather than “xLy”.

A strict partial order on a set V is a binary relation ă on V such that for
any elements x, y, z P V , the following hold:
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(1) not x ă x (irreflexivity),

(2) if x ă y then not y ă x (asymmetry), and

(3) if x ă y and y ă z, then x ă z (transitivity).

A poset is a pair P “ pV,ďP q, where V is a set and ďP is a partial order
on V . The set V is called the ground set of P , and its elements are called
the elements of P . In this thesis, we always assume the ground set to be
finite. Often, we do not give an explicit name to the ground set and the
partial order of a poset, but instead we write x P P when x P VP , and
we use the same relation symbol ď for all posets. We avoid ambiguity by
always explicitly specifying to which poset the symbol refers, for example
we write “x ď y in P” when x ďP y. When we do not have x ď y, we write
x ­ď y.

In a poset P , elements x and y are comparable when x ď y or y ď x.
When x ď y, we also write y ě x, and we write x ă y or y ą x when x ď y
and x ‰ y. When x and y are not comparable, they are incomparable and we
write x ∥ y. For a linear order L, we analogously define the notation y ě x,
x ă y and y ą x. An element x in a poset P is minimal if there does not
exist an element z with z ă x in P , and maximal if there does not exist an
element z with x ă z in P . In a poset P , we denote byMinpP q andMaxpP q

respectively the set of minimal elements and the set of maximal elements
of P .

For two elements x and y of a poset P , we say that x is covered by y if
x ă y in P and there does not exist an element z such that x ă z ă y in P .
The cover graph ofP is a graph on the ground set ofP inwhich two elements
are adjacent if one of them is covered by the other. For two elements x and
y of P , we have x ď y in P if and only if there is a path x0 ¨ ¨ ¨ xk in the
cover graph such that x0 “ x, xk “ y and xi´1 is covered by xi for each
i P t1, . . . , ku. Such a path is called a witnessing path from x to y.

Posets are usually visualized with diagrams. A diagram of a poset is
obtained by identifying each element of the poset with a distinct point on
the plane and drawing an upward curve from x to y for each pair of ele-
ments such that x is covered by y in the poset. The curves in a diagram
may intersect arbitrarily.

When U is a subset of elements of a poset P , we denote by P rU s the
poset with U as the ground set such that for any x, y P Y we have x ď y in
P rU s if and only if x ď y in P . The poset P rU s is the subposet of P induced
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by U . If V is the ground set of P , we denote by P ´U the subposet induced
by V zU .

In general, the cover graph of a subposet of a poset P is not a subgraph
of the cover graph of P . A subset of elements U in a poset P is convex if
whenever x ď y ď z in P and tx, zu Ď U , we have y P U . If a set U is convex
in P , then P rU s is a convex subposet of P , and the cover graph of P rU s is
an induced subgraph of the cover graph of P .

In a poset, a subset of pairwise comparable elements is called a chain.
The height of a poset is the size of a largest chain in it. The height of a poset
is the maximum number of vertices in a witnessing path in the poset. We
note that unlike in the height of a tree, we count vertices, not edges.

For an element x of a poset P , we define its upset UP pxq and downset
DP pxq as

UP pxq “ ty P P : y ě x in P u and DP pxq “ ty P P : y ď x in P u

Similarly, for a subset U of elements of elements of a poset P , the upset
and the downset of U are defined as UP pUq “

Ť

xPU UP pxq and DP pUq “
Ť

xPU DP pxq, respectively.
A realizer of a poset P is a nonempty set of linear orders tL1, . . . , Ldu of

the ground set of P such that for any pair of elements x, y P P we have

x ď y in P if and only if x ď y in Li for each i P t1, . . . , du.

The dimension of a poset P , denoted dimpP q, is the size of its smallest real-
izer. Note that according to this definition, every poset has positive dimen-
sion, and a poset with at most one element has dimension 1.

A linear extension of a poset P is a linear order L on the ground set of
P such that x ď y in L whenever x ď y in P . The linear orders in any
realizer of P are linear extensions of P , and the set of all linear extensions
of P is a realizer of P . We denote by IncpP q the set of all ordered pairs of
incomparable elements in P . A linear extension L reverses a pair pa, bq P

IncpP q if b ă a in L, and a subset I Ď IncpP q is reversible if there exists a
linear extension L of P which reverses all pairs from I .

The definition of a poset can be reformulated in terms of partitions of
IncpP q into reversible sets. Commonly, the sets in a partition are required
to be nonempty, but for convenience we allow empty sets in partitions.
Hence, a partition of a set I is a family tI1, . . . , Idu of pairwise disjoint sets
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whose union is I , and zero or more of these sets may be empty. For a sub-
set I Ď IncpP q, we denote by dimP pIq, the least integer d ě 1 such that I
can be partitioned into d reversible sets. Note that just like in the case of
the dimension of a poset, dimP pIq is always a positive integer (even if I is
empty).

Proposition 1.2. For every poset P , we have

dimP pIncpP qq “ dimpP q.

Proof. Let d “ dimP pIncpP qq. If IncpP q “ H, then the partial order of P is
linear and dimpP q “ 1 “ d, so let us assume that IncpP q ‰ H.

Let tI1, . . . , Idu be a partition of IncpP q into the smallest possible number
of reversible sets. For each i P t1, . . . , du, let Li be a linear extension of P
reversing all pairs from Ii. We show that tL1, . . . , Ldu is a realizer of P .
For any elements x, y P P , if x ď y in P , then we have x ď y in every
linear extension of P , in particular in each of the linear extensions L1, . . . ,
Ld. Now suppose that we have x ď y in each of L1, . . . , Ld. If x and y were
incomparable in P , we would have px, yq P Ii for some i, and thus y ă x in
Li, so x and y must be comparable in P . Since we have x ď y in the linear
extension L1, we have x ď y in P . Therefore tL1, . . . , Ldu is a realizer of P ,
so dimpP q ď d “ dimP pIncpP qq.

Now, let tL1, . . . , LdimpP qu be a smallest realizer of P , and for each i P

t1, . . . , dimpP qu, let Ii denote the set of pairs from IncpP qwhich are reversed
in Li but not in any of L1, . . . , Li´1. By definition of realizer, every px, yq P

IncpP q is reversed in some Li, and therefore tI1, . . . , IdimpP qu is a partition
of IncpP q into reversible sets. This proves dimP pIncpP qq ď dimpP q.

A sequence ppa1, b1q, . . . , pak, bkqq of pairs from IncpP q with k ě 2 is an
alternating cycle if ai ď bi`1 in P for each i P t1, . . . , ku (in alternating cycles
we always interpret the indices cyclically, so that bk`1 “ b1). An alternating
cycle ppa1, b1q, . . . , pak, bkqq is strict if ai ∥ bj whenever j ‰ i ` 1.

It is well-known that alternating cycles can be used to characterize re-
versible sets.

Lemma 1.3. Let P be a poset, and let I Ď IncpP q. The following are equivalent:

(1) I is reversible;

(2) there does not exist an alternating cycle in I ;
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(3) there does not exist a strict alternating cycle in I .

Proof. We start with a proof of the implication (1)ñ(2). Let L be a linear
extension of P which reverses all pairs from I . Towards a contradiction,
suppose that there is an alternating cycle ppa1, b1q, . . . , pak, bkqq in I . In Lwe
have

a1 ď b2 ă a2 ď b3 ă ¨ ¨ ¨ ă ak ď b1 ă a1,

which is a contradiction.
Next, we prove (2)ñ(1). Suppose that there does not exist an alternat-

ing cycle in I . Let ďI denote a binary relation on the same ground set of
P such that for any elements x and y, we have x ďI y if either x ď y in P ,
or there exists an alternating path ppa1, b1q, . . . , pak, bkqq with k ě 2 consist-
ing of elements of I such that in the poset P we have x ď bk, a1 ď y, and
ai ď bi`1 for i P t1, . . . , k ´ 1u. The reflexivity and transitivity of ďI is obvi-
ous. If there existed distinct elements x and y such that x ďI y and y ďI x,
then combining the corresponding alternating paths we would obtain an
alternating cycle, contradicting our assumption. Hence ďI is a partial or-
der such that x ďI y when x ď y in P and b ďI a for pa, bq P I . Therefore
any linear extension of ďI is a linear extension of P reversing all pairs from
I .

The implication (2)ñ(3) is trivial, so it remains to prove (3)ñ(2). By
contraposition, it suffices to show that if I contains an alternating cycle
then it contains a strict alternating cycle. We claim that an alternating cy-
cle ppa1, b1q, . . . , pak, bkqq in I with the smallest possible value of k is strict.
Suppose to the contrary that there exist indices i and j such that j ‰ i ` 1
and ai is comparable with bj in P . If bj ď ai, then for i1 “ j´1 and j1 “ i`1
we have ai1 ď bj ď ai ď bj1 in P and j1 “ i ` 1 ‰ j “ i1 ` 1. Hence,
possibly after replacing i and j with i1 and j1, respectively, we assume that
ai ď bj . After shifting the cycle, we may also assume that j ă i, so that
ppaj, bjq, . . . , pai, biqq is an alternating cycle of length less than k (because
j ‰ i ` 1). The contradiction proves that there is a strict alternating cycle
in I .

For subsets A and B of the ground set of a poset P , we define

IncP pA,Bq “ IncpP q X pA ˆ Bq and dimP pA,Bq “ dimP pIncP pA,Bqq.

The dual of a poset P is the poset P d with the same ground set as P such
that x ď y in P d if an only if y ď x in P . Note that P and P d have the same
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cover graph and the same dimension. More generally, for any I Ď IncpP q,
we have dimP pIq “ dimP dpI´1q, where I´1 “ tpb, aq : pa, bq P Iu.

The following lemma appeared first implicitly in [34]. We include a
proof for completeness.

Lemma 1.4. Let P be a poset with a cover graph G, and let X Ď V pGq be a
vertex subset such that every poset whose cover graph is a subgraph of G ´ X has
dimension at most d. Then dimpP q ď 2|X| ¨ d.

Proof. By a simple induction, it suffices to prove the case |X| “ 1. Sup-
pose that X consists of a single element x. Let V “ V pGq. Every ele-
ment of DP pxq is comparable with every element of UP pxq, so for every
pa, bq P IncpP q we have a R DP pxq or b R UP pxq, that is

IncpP q “ IncpV zDP pxq, V q Y IncP pV, V zUP pxqq.

We need to prove that dimpP q ď 2d, so because of duality, it suffices to
show that dimP pV zDP pxq, V q ď d.

The poset P ´ DP pxq is a convex subposet of P whose cover graph is
a subgraph of G ´ txu, so its dimension is at most d. Let tI1, . . . , Idu be
a partition of IncpP ´ DP pxqq into reversible sets. Suppose that the set
I1 Y IncpV zDP pxq,DP pxqq is not reversible in P . By Lemma 1.3, we can
find in it an alternating cycle ppa1, b1q, . . . , pak, bkqq. For each i P t1, . . . , ku

we have ai´1 R DP pxq and therefore bi R DP pxq, so the alternating cy-
cle is contained in I1, contradicting its reversibility. Hence the set I1 Y

IncP pV zDP pxq,DP pxqq must be reversible. A partition of IncP pV zDP pxq, V q

into d reversible sets can be obtained as

tI1 Y IncP pV zDP pxq,DP pxqq, I2, . . . , Idu.

A connected poset is a poset with a connected cover graph, and a com-
ponent of a poset is a subposet induced by the vertex set of a component of
the cover graph.

Lemma 1.5. Let P be a poset, and let I Ď IncpP q. If dimP pIq ě 3, then P
has a component Q such that dimQpI X IncpQqq “ dimP pIq. In particular, if
dimpP q ě 3, then P has a component Q such that dimpQq “ dimpP q.
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Proof. Let Q1, . . . , Qk be the components of P , and for each i P t1, . . . , ku,
let di “ dimQi

pI X IncpQiqq. Since I X IncpQiq Ď I , we have di ď dimP pIq.
Let d “ maxtd1, . . . , dk, 2u. To complete the proof it suffices to show that
dimP pIq ď d: In such case we have 3 ď dimP pIq “ d, so there exists i P

t1, . . . , ku such that d “ di “ dimQi
pI X IncpQiqq.

For each i P t1, . . . , ku, let Vi be the ground set ofQi, and let tI1i , . . . , I
d
i u

be a partition of I X IncpQiq into reversible sets. For each j P t1, . . . , du, let
Ij “ Ij1 Y ¨ ¨ ¨ Y Ijk . Define

Iă “ I X
ď

i1ăi2

IncP pVi1 , Vi2q and Ią “ I X
ď

i1ąi2

IncP pVi1 , Vi2q.

We claim that for each j P t1, . . . , du, the set Ij Y Iă is reversible in P . Sup-
pose to the contrary that there is an alternating cycle ppa1, b1q, . . . , pak, bkqq

in Ij Y Iă. For each i P t1, . . . , ku, if ai P Vi1 and bi P Vi2 , then i1 ď i2. How-
ever, ai and bi`1 are comparable and thus lie in one component. Therefore
all ai and bi belong to the same component, so all pairs of the cycle are in
one Iji , contradicting its reversibility. Hence Ij YIă (and in particular Ij) is
reversible. A symmetric argument shows that Ij Y Ią is reversible. Hence
the inequality dimP pIq ď d is witnessed by the partition

tI1 Y Iă, I
2

Y Ią, I
3, . . . Idu.

When bounding the dimension of a poset, wemay restrict our attention
not only to a component, but actually to a block. A block of a poset is a
subposet induced by the vertex set of a block of the cover graph. A block
of a poset P is a convex subposet, so its cover graph is an induced subgraph
which either has at most 2 elements, or is 2-connected.

Lemma 1.6 (Trotter, Walczak, Wang [31]). If every block of a poset P has
dimension at most d, then the dimension of P is at most d ` 2.
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Chapter 2

Tree-width at most 2

Already in 1977, Trotter and Moore [33] showed that posets whose cover
graphs are forests have dimension at most 3. Forests are exactly graphs
of treewidth at most 1, and it is natural to ask whether posets with cover
graphs of bounded treewidth have bounded dimension. The answer to
this question is negative: Kelly [19] constructed posets of arbitrarily large
dimension with cover graphs of treewidth (and pathwidth) at most 3.

Do posets with cover graphs of treewidth 2 have bounded dimension?
There are several special cases for which an affirmative answer has a sim-
ple proof. Felsner, Trotter andWiechert [9] showed that posets with outer-
planar cover graphs have dimension at most 4. Biró, Keller and Young [1]
showed that posets with cover graphs of pathwidth 2 have dimension at
most 17. Wiechert [35] generalized this result by showing that the dimen-
sion of a poset is at most 6 if its cover graph can be obtained from an outer-
planar graph by subdividing each edge at most once.

The general case was eventually settled by Joret, Micek, Trotter, Wang
andWiechert [17], who showed that posets with cover graphs of treewidth
2 have dimension at most 1276. The proof introduces many techniques
which prove themselves useful in subsequent work, but as the authors ad-
mit, it is “lengthy and technical”, and they “believe there is still room for
improvements”. In this chapter we present a simple proof with a signifi-
cantly better bound.

Theorem 2.1 (Seweryn [29]). Every poset with a cover graph of treewidth at
most 2 has dimension at most 12.

The key idea of our proof is to facilitate the characterization of graphs of
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treewidth at most 2 as subgraphs of series-parallel graphs. Working with
a series-parallel supergraph of the cover graph introduces more structure
than just an arbitrary tree-decomposition of width 2.

Felsner, Trotter and Wiechert [9] showed that there exists a poset with
an outerplanar cover graph and dimension 4, so the largest dimension of
a poset with a cover graph of treewidth 2 is at least 4 and at most 12. We
do not know the exact value, but it seems that it should be greater than
4. However, proving that is not an easy task, because, in general, lower
bounds for dimension are more difficult to prove than upper bounds.
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2.1 Series-parallel graphs
A two-terminal graph (TTG) is a triple pG, s, tq whereG is a graph, and s and
t are distinct vertices of G called source and sink, respectively. If G consists
only of the vertices s and t and an edge between them, we call pG, s, tq a
single edge.

LetG1 andG2 be two TTGs withGi “ pGi, si, tiq for i P t1, 2u. If t1 “ s2
and V pG1q XV pG2q “ tt1u, we define the series composition ofG1 andG2 as
the TTG

SpG1,G2q “ pG1 Y G2, s1, t2q.

If t1 “ t2, s1 “ s2, V pG1q X V pG2q “ ts1, t1u and EpG1q X EpG2q “ H, we
define the parallel composition ofG1 and G2 as the TTG

P pG1,G2q “ pG1 Y G2, s1, t1q.

(Note that P pG1,G2q “ P pG2,G1q.)
A TTG is series-parallel if it can be produced by a sequence of series and

parallel compositions from single edges, and a graphG is series-parallel if it
contains vertices s and t such that the TTG pG, s, tq is series-parallel.

A recursive construction of a series-parallel TTG G can be represented
by a binary tree. Here, a binary tree is a rooted tree in which every inner
node u has exactly two children: a left child ℓpuq and a right child rpuq. A
series-parallel decomposition of a TTG G is a pair pT, tGuuuPV pT q

q where T is
a binary tree with a root u0 and tGuuuPV pT q

is a family of TTGs such that
Gu0 “ G and for each u P V pT q, one of the following holds:
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Figure 2.1: A series-parallel decomposition of a TTG. In each of the graphs,
the leftmost vertex is its source, and the rightmost vertex is its sink.

(1) u is an inner node such that Gu “ SpGℓpuq,Grpuqq,

(2) u is an inner node such that Gu “ P pGℓpuq,Grpuqq, or

(3) u is a leaf andGu is a single edge.

(See Figure 2.1.)
An inner node u is called an S-node if it satisfies (1), or a P-node if it

satisfies (2). For every S-node u, the vertices tℓpuq and srpuq are the same
vertex which we denote by mu when the decomposition is clear from the
context. Clearly, a TTG admits a series-parallel decomposition if and only
if it is series-parallel.

Swapping the source and the sink in the series-parallel TTG pG, s, tq
yields the TTG pG, t, sq which is also series-parallel, and its decomposi-
tion can be obtained by reversing the decomposition of pG, s, tq. The re-
versed series-parallel decomposition is pT 1, tpGu, tu, suquuPV pT 1q

q, where T 1 is
obtained from T by swapping left and right children of every inner node.

Observe that if u1 is a child of a node u in a series-parallel decomposi-
tion pT, tpGu, su, tuquuPV pT qq, then V pGu1q Ď V pGuq and V pGu1qztsu1 , tu1u Ď

V pGuqztsu, tuu. By a simple induction, it suffices that u1 is a descendant of
u for these inclusions to hold.

It is well-known that a graph has treewidth at most 2 if and only if it is a
subgraph of a series-parallel graph. This is a consequence of the following
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two lemmas.

Lemma 2.2. Every 2-tree is a series-parallel graph.

Proof. A complete graph on 3 vertices is series-parallel, so it suffices to
show that if pG, s, tq is a series-parallel TTG and G1 is obtained from G
by adding a vertex x adjacent to the ends of an edge of G, then the TTG
pG1, s, tq is still series-parallel. We prove this by induction on |V pGq|. In the
base case, pG, s, tq is a single edge. The graph G1 is the complete graph on
ts, t, xu and pG1, s, tq is indeed series-parallel.

For the inductive step, assume that |V pGq| ě 3,. The TTG pG, s, tq is
a series or parallel composition of two series-parallel TTGs pG1, s1, t1q and
pG2, s2, t2q. The neighbors of x inG1 are adjacent inG and the edge between
them lies in Gi for some i P t1, 2u. Fix that i, let G1

i “ G1rV pGiq Y txus and
let G1

3´i “ G3´i. By the induction hypothesis, the TTG pG1
i, si, tiq is series-

parallel. Since pG1, s, tq can be obtained as a series or parallel composition
of pG1

1, s1, t1q and pG1
2, s2, t2q, we conclude that pG1, s, tq is series-parallel.

This completes the inductive proof.

Lemma 2.3. Let pT, tpGu, su, tuquuPV pT qq be a series-parallel decomposition of a
TTG pG, s, tq, and for each u P V pT q let

Vu “

#

tsu,mu, tuu if u is an S-node,
tsu, tuu if u is a P-node or a leaf.

Then pT, tVuuuPV pT qq is a tree-decomposition of G.

Proof. For every edge xy P EpGq there exists a leaf u of T such that sutu “

xy, and thus tx, yu Ď Vu, so the condition (T2) of a tree-decomposition
holds. Furthermore, since pG, s, tq is series-parallel, every vertex of G is an
end of an edge, so

V pGq “
ď

xyPEpGq

tx, yu Ď
ď

uPV pT q

Vu Ď V pGq,

which means that
Ť

uPV pT q
Vu “ V pGq, so the condition (T1) of a tree-

decomposition holds.
For the proof of the condition (T3), fix nodes u1, u2 and u of T such

that u P V pu1Tu2q. Suppose first that u1 is an ancestor of u2. The inclusion
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u1

u′
1

u

u′

u2

Figure 2.2: The order of nodes on the path u1Tu2. A solid line represents
an edge and a dashed line represents a path of length 0 or more.

Vu1 X Vu2 Ď Vu holds true if u P tu1, u2u, so let us assume that u1 ‰ u ‰ u2.
Let u1

1 denote the child of u1 which is an ancestor of u, and let u1 denote the
child of uwhich is an ancestor of u2 (see Figure 2.2). We have

Vu2 Ď V pGu2q Ď V pGu1q

Ď pV pGu1qztsu1 , tu1uq Y Vu Ď pV pGu1
1
qztsu1

1
, tu1

1
uq Y Vu.

Since Vu1 XpV pGu1
1
qztsu1

1
, tu1

1
uq “ H, we conclude that indeed Vu1 XVu2 Ď

Vu. The case when u2 is an ancestor of u1 follows from symmetric argu-
ments.

It remains to consider the case when neither of u1 and u2 is an ancestor
of the other. Let v be the lowest common ancestor of u1 and u2. One of u1

and u2 is a descendant of ℓpvq and one is a descendant of rpvq, so

Vu1 X Vu2 Ď V pGu1q X V pGu2q Ď V pGℓpvqq X V pGrpvqq Ď Vv.

The node u lies on the path vTui for some i P t1, 2u. As v is an ancestor of ui,
we already know that Vv XVui

Ď Vu, and thus Vu1 XVu2 Ď Vv XVui
Ď Vu.

In order to prove some properties of series-parallel decompositions, let
us fix a series-parallel TTG pG, s, tq with a series-parallel decomposition
pT, tpGu, su, tuquuPV pT qq, and let pT, tVuuuPV pT qq be the tree-decomposition of
G as in the statement of Lemma 2.3.

Lemma 2.4. For each x P V pGqzts, tu, there exists a unique S-node v such that
mv “ x.

Proof. If u1 and u2 are two nodes of T such that u1 is an ancestor of u2 and
x P V pGu2qztsu2 , tu2u, then x P V pGu1qztsu1 , tu1u. Moreover, every inner
node u P V pT q with x P V pGuqztsu, tuu has at most one child u1 such that
x P V pGu1qztsu1 , tu1u. Since x P V pGqzts, tu, this implies that there exists a
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unique node v such that for every u P V pT q we have x P V pGuqztsu, tuu if
and only if u is an ancestor of v. In particular, v is the only node such that
x P V pGvqztsv, tvu and for each child v1 of v we have x R V pGv1qztsv1 , tv1u.
Hence v is the only S-node such that mv “ x.

Lemma 2.5. Let u1 and u2 be nodes of T , and let W be a path with ends in Vu1

and Vu2 . Then for every node u which is an ancestor of exactly one of the nodes u1

and u2, the pathW contains su or tu.

Proof. Without loss of generality, assume that u is an ancestor of u1 but not
of u2. Hence the parent v of u satisfies uv P Epu1Tu2q and VuXVv “ tsu, tuu,
so by Lemma 1.1, W contains su or tu.

Lemma 2.6. Let u1 and u2 be two nodes of T such that one of them is an ancestor
of the other and let W be an su1–tu2 path in G. Then there exists v P V pu1Tu2q

such that tsv, tvu Ď V pW q.

Proof. Every inner node u on the path u1Tu2 is an ancestor of exactly one of
the nodes u1 and u2, so by Lemma 2.5, the pathW contains su or tu. SinceW
contains su1 and tu2 , there must exist an edge v1v2 P Epu1Tu2q such thatW
contains sv1 and tv2 . We have sv1 “ sv2 or tv1 “ tv2 , so for some v P tv1, v2u
the pathW contains sv and tv, as claimed.

2.2 The proof
LetP be a poset whose cover graph has treewidth atmost 2. By Lemma 2.2,
there exists a series-parallel TTG pG, s, tq such that the cover graph of P is a
subgraph of G. Let us fix such pG, s, tq. After replacing pG, s, tq with its se-
ries compositionwith two single edges, we assume that neither s nor t is an
element of P . Let pT, tpGu, su, tuquuPV pT qq be a series-parallel decomposition
of pG, s, tq, and let pT, tVuuuPV pT q

q be the corresponding tree-decomposition
as in Lemma 2.3. Recall that for every S-node u, the vertices tℓpuq and srpuq

are the same vertex, which we denote by mu. As s and t are not elements
of P , by Lemma 2.4, for each element x P P there exists a unique S-node
v P V pT q such thatmv “ x, and we denote that node by vpxq.

Let Lin denote the linear order in which the nodes of T are visited in
the in-order traversal of T . In other words, for two nodes u1 and u2 with a
lowest common ancestor v we have u1 ď u2 in Lin if and only if u1 is v or
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a descendant of ℓpvq and u2 is v or a descendant of rpvq. Let us partition
IncpP q into two sets Iă and Ią defined as

Iă “ tpa, bq P IncpP q : vpaq ă vpbq in Linu, and
Ią “ tpa, bq P IncpP q : vpaq ą vpbq in Linu.

Swapping the source s with the sink t and reversing the series-parallel
decomposition swaps the sets Iă and Ią. Hence, without loss of generality
we assume that dimpIąq ď dimpIăq, so that

dimpP q “ dimP pIncpP qq ď dimpIăq ` dimpIąq ď 2 ¨ dimpIăq.

Therefore, to complete the proof of the theorem it remains to show that Iă

can be partitioned into six reversible sets.
For every pa, bq P Iă, let vpa, bq denote the lowest common ancestor of

vpaq and vpbq in T . Note that for every pa, bq P Iă, the node vpa, bq is inner
and we have vpaq ď vpa, bq ď vpbq in Lin. Let

I10 “ tpa, bq P Iă : a ­ď sℓpvpa,bqq and a ­ď tℓpvpa,bqq in P u.

Claim 2.7. The set I10 is reversible.

Proof. Towards a contradiction, suppose that the set I10 is not reversible.
Let ppa1, b1q, . . . , pak, bkqq be an alternating cycle in I10 . Let i P t1, . . . , ku,
and let v “ vpai, biq. Since pai, biq P I10 , we have ai ­ď tℓpvq, so in particular
vpaiq ‰ v. As pai, biq P Iă, this means that vpaiq is a descendant of ℓpvq. Let
W be a witnessing path from ai to bi`1. We have ai ­ď sℓpvq and ai ­ď tℓpvq

in P because pai, biq P I10 , so the path W does not contain sℓpvq nor tℓpvq.
Hence, Lemma 2.5 implies that vpbi`1q is a descendant of ℓpvq. In particular,
vpbi`1q ă v in Lin. This means that vpbi`1q ă v “ vpai, biq ď vpbiq in Lin.
Since i was chosen arbitrarily, this holds for each i P t1, . . . , ku, so we have
vpbkq ă ¨ ¨ ¨ ă vpb1q ă vpbkq in Lin, a contradiction.

A symmetric argument shows that the set I20 defined as

I20 “ tpa, bq P Iă : srpvpa,bqq ­ď b and trpvpa,bqq ­ď b in P u

is reversible as well. Therefore

dimpI10 Y I20 q ď 2.
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Let I1 “ IăzpI10 YI20 q. It remains to show that I1 can be partitioned into four
reversible sets.

Let us partition the pairs pa, bq from I1 into two sets IS and IP depending
on the type of the node vpa, bq:

IS “ tpa, bq P I1 : vpa, bq is an S-nodeu,

IP “ tpa, bq P I1 : vpa, bq is a P-nodeu.

Let pa, bq P IP . For each v1 P tℓpvpa, bqq, rpvpa, bqqu we have sv1 “ svpa,bq

and tv1 “ tvpa,bq. Since pa, bq R I10 , we have a ď svpa,bq or a ď tvpa,bq in P , and
since pa, bq R I20 , we have b ě svpa,bq or b ě tvpa,bq in P . As a ∥ b in P , there
does not exist c P tsvpa,bq, tvpa,bqu such that a ď c and c ď b in P . Hence we
can partition IP into two sets I1P and I2P defined as follows:

I1P “ tpa, bq P IP : a ď svpa,bq ­ď b and a ­ď tvpa,bq ď b in P u,

I2P “ tpa, bq P IP : a ď tvpa,bq ­ď b and a ­ď svpa,bq ď b in P u.

Let J “ IS Y I1P . We aim to show that dimpJq ď 2. The key property
shared by the pairs from the sets IS and I1P is captured by the following
claim.

Claim 2.8. Let pa, bq P J and let x P P be such that vpxq is not a descendant of
vpa, bq.

(1) If a ď x in P , then a ď svpa,bq ď x in P .

(2) If b ě x in P , then b ě tvpa,bq ě x in P .

Proof. We only show (1), as the proof for (2) is dual. Let v “ vpa, bq. If
pa, bq P IS , then srpvq “ tℓpvq and trpvq “ tv, so the fact that pa, bq R I20 means
that tℓpvq ď b or tv ď b in P . On the other hand, if pa, bq P I1P , then tℓpvq “

tv ď b in P . Hence, in both cases we conclude that tℓpvq ď b or tv ď b in P .
As a ∥ b in P , this implies

a ­ď tℓpvq or a ­ď tv in P.

LetW be a witnessing path from a to x. If vpaq “ v, then v is an S-node and
a “ tℓpvq P Vℓpvq, and if vpaq ‰ v, then vpaq is a descendant of ℓpvq . Hence,
there always exists a descendant v1 of ℓpvq (and of v) such that a P Vv1 . The
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node vpxq is not a descendant of v (or ℓpvq), so by Lemma 2.5 applied toW
we have

V pW q X tsℓpvq, tℓpvqu ‰ H and V pW q X tsv, tvu ‰ H.

As a ­ď tℓpvq or a ­ď tv in P , this implies that sℓpvq P V pW q or sv P V pW q. But
sℓpvq “ sv, so V pW q must contain sv, and therefore we have a ď sv ď x in
P , as claimed.

Let us partition J into two sets J1 and J2 defined as

J1 “ tpa, bq P J : a ď su and a ď tu in P for some ancestor u of vpa, bqu,

J2 “ JzJ1.

We prove that J1 and J2 are reversible with a sequence of claims.

Claim 2.9. Let pa, bq P IncpP q and suppose that there exists an ancestor v of
vpa, bq such that sv ď b and tv ď b in P . Then there does not exist an ancestor u
of vpa, bq such that a ď su and a ď tu in P . In particular, pa, bq R J1.

Proof. Towards a contradiction, suppose that there exists such an ancestor
u of vpa, bq. If u is a descendant of v, then by Lemma 2.5 applied to a wit-
nessing path from sv to b, we have su ď b or tu ď b, and thus a ď b in P ,
contradicting a ∥ b in P . Similarly, if u is an ancestor of v, then by Lemma
2.5 applied to a witnessing path from a to su, we have a ď sv or a ď tv in
P , and thus a ď b in P , again contradicting a ∥ b in P .

Claim 2.10. Let v P V pT q and let ppa1, b1q, . . . , pak, bkqq be an alternating cycle
in J such that vpai, biq “ v for each i P t1, . . . , ku. Then the cycle contains a pair
from J1 and a pair from J2.

Proof. LetWk,1 be a witnessing path from ak to b1, and letW1,2 be a witness-
ing path from a1 to b2. Since a1 ∥ b1 in P , the witnessing paths Wk,1 and
W1,2 are disjoint. For each i P t1, . . . , ku, we have pai, biq P Iă, and thus there
exists a descendant u1 of ℓpvq such that ai P Vu1 and a descendant u2 of rpvq

such that bi P Vu2 . Hence, by Lemma 2.5, each of the witnessing pathsWk,1

and W1,2 has nonempty intersections with tsℓpvq, tℓpvqu and tsrpvq, trpvqu.
Towards a contradiction, suppose that v is a P-node. We have pai, biq P

I1P for each i P t1, . . . , ku, so a1 ­ď tv “ tℓpvq and sℓpvq “ sv ­ď b2 in P . This
contradictsW1,2 having a nonempty intersectionwith tsℓpvq, tℓpvqu. It follows
that v must be an S-node.

28



We have sℓpvq “ sv, tℓpvq “ srpvq “ mv, trpvq “ tv, and each of the witness-
ing paths Wk,1 and W1,2 has nonempty intersections with the sets tsv,mvu

and tmv, tvu. Since the paths Wk,1 and W1,2 are disjoint, one of them does
not containmv and thus contains sv and tv. IfWk,1 contains sv and tv, then
ak ď sv ď b1 and ak ď tv ď b1 in P , so pak, bkq P J1, and, by Claim 2.9,
pa1, b1q P J2. Similarly, if W1,2 contains sv and tv, then pa1, b1q P J1 and
pa2, b2q P J2.
Claim 2.11. Let ppa1, b1q, . . . , pak, bkqq be a strict alternating cycle in I1, let j P

t1, . . . , ku, and let u be a node such that aj ď su ď bj`1 and aj ď tu ď bj`1 in P .
If at least one of the nodes vpaj, bjq and vpaj`1, bj`1q is a descendant of u, then for
each i P t1, . . . , ku, vpai, biq is a descendant of u.
Proof. We only prove the case when vpaj`1, bj`1q is a descendant of u as the
proof for the case when vpaj, bjq is a descendant of u is symmetric.

Without loss of generality, we assume that j “ k, that is u is an ancestor
of vpa1, b1q such that

ak ď su ď b1 and ak ď tu ď b1 in P.

We prove the claim by induction on i. The base case i “ 1 holds true.
For the inductive step, let i P t2, . . . , ku and suppose that vpai´1, bi´1q is
a descendant of u. Since the alternating cycle is strict, ai´1 ­ď b1 in P , and
therefore anywitnessing path from ai´1 to bi is disjoint from tsu, tuu. Hence,
by Lemma 2.5, vpbiq is a descendant of u. Since pai, biq R I20 , there exists
a witnessing path from an element of Vvpai,biq to bi. Since the alternating
cycle is strict, we have ak ­ď bi in P , and therefore a witnessing path from
an element of Vvpai,biq to bi is disjoint from tsu, tuu. Hence, by Lemma 2.5,
vpai, biq is a descendant of u. The inductive proof is complete.
Claim 2.12. The sets J1 and J2 are reversible.
Proof. We prove the claim by showing that every strict alternating cycle in
J contains a pair from J1 and a pair from J2. Fix a strict alternating cycle
ppa1, b1q, . . . , pak, bkqq in J . For each i P t1, . . . , ku, let vi “ vpai, biq. If all
nodes vi are equal, the claim follows from Claim 2.10. Let us hence assume
that not all vi are equal. There must exist i P t1, . . . , ku such that vi ă vi`1

in Lin. Without loss of generality, we assume that this holds for i “ 1, that
is v1 ă v2 in Lin. Let v denote the lowest common ancestor of v1 and v2. To
complete the proof, it suffices to show that

a1 ď sv ď b2 and a1 ď tv ď b2 in P.
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Figure 2.3: The order of nodes on the path v1Tvpb2q. A solid line represents
an edge and a dashed line represents a path of length 0 or more.

as in such case we have pa1, b1q P J1, and, by Claim 2.9, pa2, b2q P J2. Since
v1 ‰ v2, we have v1 ‰ v or v2 ‰ v. The reasoning for both cases is sym-
metric, and therefore we assume without loss of generality that v1 ‰ v.
Since v1 is a descendant of v such that v1 ď v in Lin, this means that v1 is a
descendant of ℓpvq, see Figure 2.3.

Since v ď v2 ď vpb2q in Lin, the node vpb2q is not a descendant of ℓpvq.
Hence, by Lemma 2.5 applied to awitnessing path from a1 to b2, there exists
c P tsℓpvq, tℓpvqu such that a1 ď c ď b2 in P . We claim that c “ sℓpvq. Suppose
to the contrary that c “ tℓpvq. By Claim 2.8, we have a1 ď sv1 ď tℓpvq in
P , and by Lemma 2.6 applied to a witnessing path from sv1 to tℓpvq, there
exists u P V pℓpvqTv1q such that a1 ď su ď b2 and a1 ď tu ď b2 in P . Hence,
by Claim 2.11, u is an ancestor of v2, which contradicts v being the lowest
common ancestor of v1 and v2. Hence, c “ sℓpvq “ sv and a1 ď sv ď b2 in P .

By Claim 2.8, we have sv ď tv2 ď b2 in P , and by Lemma 2.6 applied
to a witnessing path from sv to tv2 , there exists u P V pvTv2q such that a1 ď

su ď b2 and a1 ď tu ď b2 in P . By Claim 2.11, the node v1 is a descendant
of u. This is possible only if u “ v, and therefore we have a1 ď sv ď b2 and
a1 ď tv ď b2 in P as desired.

Claim 2.12 shows that dimpIS Y I1Pq ď 2. If in the above reasoning we
ignore the pairs from IS , we obtain a proof that dimpI1Pq ď 2. Since the sets
I1P and I2P are defined symmetrically, we can use symmetric arguments to
show that

dimpI2Pq ď 2.
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We now are equipped with all parts needed to complete the proof:

dimpP q “ dimpIncpP qq

ď dimpIăq ` dimpIąq

ď 2 ¨ dimpIăq

ď 2 ¨ pdimpI10 q ` dimpI20 q ` dimpI1qq

ď 2 ¨ p2 ` dimpI1qq

ď 2 ¨ p2 ` dimpIS Y I1Pq ` dimpI2Pqq

ď 2 ¨ p2 ` 2 ` 2q “ 12.
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Chapter 3

Excluding a K2,n-minor

In this chapter, we study the case when the cover graph of a poset excludes
the complete bipartite graph K2,n as a minor for some fixed n. We prove
that in such case the dimension is bounded.

Theorem 3.1 (Seweryn). For every n ě 1 there exists d ě 1 such that every
poset with a cover graph excluding a K2,n-minor has dimension at most d.

The proof of Theorem 3.1 relies on a characterization of graphs without
large K2,n-minors by Ding [5]. Ding’s result does not give a precise char-
acterization ofK2,n-minor-free graphs for every n. Instead, it describes the
approximate structure of graphs excluding a K2,n-minor similarly as the
Grid-Minor Theorem describes the structure of graphs without large nˆn
grid-minors. Namely, Ding constructed an infinite sequence G0 Ď G1 Ď ¨ ¨ ¨

of graph classes with the property that any class of graphs H excludes a
K2,n-minor for some n if and only if there exists a nonnegative integer m
such thatH Ď Gm.
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3.1 Graphs without large K2,n-minors
Ding’s characterization of graphswithout large ofK2,n is a bit complicated,
but, roughly speaking, it states that every 2-connected graph without a
largeK2,n-minor can be obtained from parts of a simple structure in a small
number of iterations, where in each iterationwe attach any number of parts
to already constructed graph. There is a minor technical detail in this the-
orem which makes it difficult to apply the original formulation. Without
going into too much detail, the problem arises when in some iteration we
attach one new part to parts which were constructed in different iterations.
However, a closer inspection of the proof reveals, that the described prob-
lematic case never occurs. Therefore, we state a more low-level variant of
the characterization of graphs without largeK2,n-minors which is implicit
in Ding’s manuscript.

Let G be a graph with a specified Hamiltonian cycle C. The edges in
EpGqzEpCq are called chords. For two chords ac and bd without a com-
mon end, we say that ac crosses bd if tb, du separates tau from tcu in C.
Clearly, ac crosses bd if and only if bd crosses ac. Using this terminology,
the 2-connected outerplanar graphs can be characterized as those graphs
for which one can choose the Hamiltionian cycle C so that no two chords
cross. At the base of the characterization of K2,n-minor-free graphs is a
graph class P which generalizes 2-connected outerplanar graphs so that
some pairs of edges may cross, but only in a very specific case. The class P
consists of all graphs Gwhich admit a Hamiltonian cycle C such that each
chord crosses at most one other chord and for every pair of crossing chords
ac and bdwe have tab, cdu Ď EpCq or tbc, dau Ď EpCq. A Hamiltonian cycle
C with these properties is called a reference cycle for G. (See Figure 3.1.)

A labeled graph is a pair pG,Lq consisting of a graphG and a setL of pair-
wise nonadjacent vertices of degree 2 in G. If pG1, L1q and pG2, L2q are two
labeled graphs and there exist vertices x, y and z such that V pG1qXV pG2q “

Figure 3.1: A graph from P .
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Figure 3.2: Two labeled graphs pG1, L1q and pG2, L2q and their 2-sum pG,Lq.
The white vertices are the elements of the sets L1, L2 and L.

tx, y, zu, z P L1 X L2 and NG1pzq “ NG2pzq “ tx, yu, then pG1, L1q and
pG2, L2q are 2-summable, and we define the 2-sum of pG1, L1q and pG2, L2q as
the labeled graph pG,Lq where G “ pG1 Y G2q ´ z and L “ pL1 Y L2qztzu.
See Figure 3.2.

For a graphGwe recursively define a decomposition into labeled graphs as
either the singleton tpG,Hqu, or a family obtained from another decompo-
sition by replacing its element pG1, L1qwith two 2-summable labeled graphs
pG1

1, L
1
1q and pG1

2, L
1
2q whose 2-sum is pG1, L1q. We assume that whenever

we replace a labeled graph pG1, L1q with pG1
1, L

1
1q and pG1

2, L
1
2q, the vertex

in L1
1 X L1

2 is a fresh vertex which does not appear in any labeled graph in
the decomposition. This way the labeled graph pG,Lq can be restored by
2-summing the elements of the decomposition in any order.

With a decomposition of a graph G into labeled graphs we can asso-
ciate a tree T such that each node u corresponds to one element pGu, Luq of
the decomposition and two nodes u and v are adjacent if Lu and Lv share
a vertex (in which case pGu, Luq and pGv, Lvq are 2-summable). The pair
pT, tpGu, LuquuPV pT qq is called a tree structure and G is called its 2-sum. Ob-
serve that pT, tV pGuqzLuuuPV pT qq is a tree-decomposition of G.

A graph is internally 3-connected if it is obtained from a 3-connected
graph by subdividing each edge at most once. The following result is im-
plicit in the proof of [5, Lemma 2.1].

Lemma 3.2. Every 2-connected K2,n-minor free graph G is the 2-sum of a tree
structure pT, tpGu, LuquuPV pT qq such that T is a tree of height at most n and for
each u P V pT q, the graph Gu belongs to P or is an internally 3-connected K2,n-
minor-free graph.

This lemma combined with a result describing the structure of inter-
nally 3-connected K2,n-minor-free graph will yield a characterization of
graphs without large K2,n-minors.
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Figure 3.3: Two strips. The white vertices are the corners. The strip on the
right is a fan.

A strip is a graph of the formG´F whereG is a graph fromP for which
there exists a reference cycle C with edges e1 and e2 such that all chords in
G are between the two components of C ´ te1, e2u, and F Ď te1, e2u is such
that theminimumdegree ofG´F is at least 2. The ends of the edges e1 and
e2 are the corners of the strip. When one component of C ´ te1, e2u consists
of a single vertex x, we call the strip a fanwith a center in x. See Figure 3.3.
A fan has exactly 3 corners, and a strip which is not a fan has exactly 4

corners. An augmentation of a graphG0 is a graph of the formG0 Y
Ťk

i“1Hi

where eachHi is a stripwhich intersectsG0 exactly in its corners, and if two
strips Hi and Hj intersect, then Hi and Hj are two fans which intersect in
only one vertex which is their common center. We denote by Am the class
of all graphs which can be obtained as an augmentation of a graph on at
most m vertices.

Ding proved the following [5, Theorem 5.1].
Lemma 3.3. For every positive integer n there exists an integer m such that all
internally 3-connected K2,n-minor free graphs belong to Am.

Let G be a class of graphs. We denote by BpGq the class of all graphs
which have all their blocks in G, and for a positive integerm, let us denote
by Gpmq the class of all graphs which can be obtained as the 2-sum of a tree
structure pT, tpGu, LuquuPV pT qq such that T is a tree of height at mostm and
each Gu belongs to G. Lemmas 3.2 and 3.3 imply the following.
Theorem 3.4. If a graph class H excludes a K2,n-minor for some n, then there
exists an integer m such thatH Ď BppP Y Amqpmqq.

Although this does not play a role in our proof, we note that the exis-
tence ofm as in the statement of Theorem 3.4 is not only necessary, but also
sufficient for the classH to exclude a K2,n-minor for some n.

3.2 Posets with cover graphs in P
The goal of this section is to prove the following lemma.
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Lemma 3.5. Every poset whose cover graph is a subgraph of a graph from P has
dimension at most 6.

The following lemma shows that it suffices to consider induced sub-
graphs.

Lemma 3.6. Every subgraph of a graph from P is an induced subgraph of some
graph from P .

Proof. Every subgraph of a graph can be obtained by a sequence of vertex
and edge deletions. Since removing a vertex preserves being an induced
subgraph, we only need to argue that ifH is an induced subgraph ofG P P
and e P EpHq, thenH ´ teu is an induced subgraph of some graph G1 P P .
Let C be a reference cycle for G. If e is a chord of C, then we can take
G1 “ G ´ teu. Let us hence assume that e P EpCq. If there exists crossing
chords ac and bd such that e “ ab and cd P EpCq, then G ´ teu belongs to
P as witnessed by the reference cycle pC ´ tab, cduq ` tac, bdu and we can
again take G1 “ G ´ teu. Finally if such chords ac and bd do not exist, then
we can take as G1 the graph obtained from G by subdividing e once.

We proceed to the proof of Lemma 3.5.
Let P be a poset whose cover graph is a subgraph of a graph G P P .

By Lemma 3.6 we may assume that the cover graph of P is an induced
subgraph of G. Fix a reference cycle C for G.

We claim that there exists an edge e0 P EpCq such that for every pair
of crossing chords ac and bd we have tab, cdu Ď EpCqzte0u or tbc, dau Ď

EpCqzte0u. When there are no crossing chords, we can take any edge of
C as e0. Otherwise, consider a pair of crossing chords ac and bd and an
a–d pathW in C such that tab, cdu Ď EpCq and the length ofW is smallest
possible. In particular, there does not exist a pair of crossing chordswith all
ends on W . Since C is a reference cycle for G, ac is the only chord crossed
by bd and bd is the only chord crossed by ac. Hence ac and bd are the only
chords with exactly one end on W . Therefore, no pair of crossing chords
distinct from pac, bdq contains a vertex of W , and we can take any edge of
W as e0.

Let π “ pz1, . . . , zNq denote the sequence consisting of all vertices of G
in the order in which they appear on the path C ´ te0u (starting from any
end of e0). A tuple of indices pα, β, γ, δq with 1 ď α ă β ă γ ă δ ď N is
called a cross if tzαzγ, zβzδu Ď EpGq (in which case zαzγ crosses zβzδ). By
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our choice of e0, for every cross pα, β, γ, δq we have β ´ α “ δ ´ γ “ 1. For
two vertices zα and zβ of G we write zα ďπ zβ when α ď β, and zα ăπ zβ
when α ă β.

We need to show that IncpP q can be partitioned into six reversible sets.
For every pa, bq P IncpP q we have a ‰ b, so in particular either a ăπ b or
b ăπ a. Let us partition IncpP q into sets Iă and Ią defined as

Iă “ tpa, bq P IncpP q : a ăπ bu, and
Ią “ tpa, bq P IncpP q : b ăπ au

After possibly reversing the ordering of the vertices, we may assume that
dimpIąq ď dimpIăq, so that

dimpP q ď dimpIăq ` dimpIąq ď 2 ¨ dimpIăq.

Therefore, it suffices to show that dimpIăq ď 3. Let I10 denote the subset of
Iă defined as

I10 “ tpa, bq P Iă : y ďπ b for every y P P such that y ě a in P u .

Claim 3.7. The set I10 is reversible.

Proof. Towards a contradiction, suppose that the set I10 is not reversible. Let
ppa1, b1q, . . . , pak, bkqq be an alternating cycle in I10 . For each i P t1, . . . , ku,
we have bi`1 ě ai in P and pai, biq P I10 , so bi`1 ďπ bi. This implies that all bi
are equal, which is impossible in an alternating cycle.

A symmetric argument shows that the set I20 defined as

I20 “ tpa, bq P Iă : a ďπ x for every x P P such that x ď b in P u,

is reversible as well. Let I1 “ IăzpI10 Y I20 q. We need to show that the set I1
is reversible.

Claim 3.8. Let x, a, b, y be elements of P such that x ăπ a ăπ b ăπ y and we
have a ď y, x ď b and a ∥ b in P . Then there exists at a cross pα, β, γ, δq such
that

x ďπ zα ăπ zβ ďπ a and b ďπ zγ ăπ zδ ďπ y,

and we have

a ď zβ ă zδ ď y and x ď zα ă zγ ď b in P.
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Figure 3.4: Three possibilities for the position of the cross relative to the
vertices x, a, b, y.

Proof. Let Way be a witnessing path from a to y in P , and let Wxb be a wit-
nessing path from x to b in P . The paths Way and Wxb must be disjoint
because a ∥ b in P . Since x ăπ a ăπ b ăπ y, some edge of Way must
cross some edge of Wxb, that is, there is a cross pα, β, γ, δq such that one
of the edges zαzγ and zβzδ belongs to Way and the other to Wxb. Among
all such crosses pα, β, γ, δq choose one with the smallest difference δ ´ α.
The only edges between tzβ, . . . , zγu and V pGqztzβ, . . . , zγu are the edges
between tzβ, zγu and tzα, zδu, so each of the paths Way and Wxb has exactly
one end in tzβ, . . . , zγu. Therefore we have three options, illustrated in Fig-
ure 3.4:

(a) zα ăπ zβ ďπ x and a ďπ zγ ăπ zδ ďπ b,

(b) x ďπ zα ăπ zβ ďπ a and b ďπ zγ ăπ zδ ďπ y, or

(c) a ďπ zα ăπ zβ ďπ b and y ďπ zγ ăπ zδ.

We claim that only the option (b) is possible.
Towards a contradiction, suppose that the vertices are ordered as in (a),

that is zβ ďπ x ăπ a ďπ zγ , It is impossible that zαzγ P EpWxbq and
zβzδ P EpWayq as then some edge of xWxbzγ would have to cross some
edge of aWayzβ , contradicting minimality of the cross pα, β, γ, δq. Thus,
zαzγ P EpWayq and zβzδ P EpWxbq, so we have zβ ă zδ ď b and a ď zγ ă zα
in P . Since the cover graph of P is an induced subgraph of G, it contains
the edges zαzβ and zγzδ. It is impossible that zγ is covered by zδ in P as
that would imply a ď zγ ă zδ ď b in P . Hence zδ is covered by zγ in P ,
so we have zβ ă zδ ă zγ ă zα in P , which contradicts zαzβ being an edge
of the cover graph. This contradiction excludes the option (a), and dual
arguments exclude the option (c), so the vertices must indeed ordered as
in (b).

We have zβ ďπ a ăπ b ďπ zγ . It is impossible that zαzγ P EpWayq and
zβzδ P EpWxbq as then some edge of aWayzγ would have to cross some edge
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zδak zα zβ a1 b1 zγ y1

Figure 3.5: A solid arrow from x to y means that x is covered by y and
a dashed arrow from x to y represent a witnessing path from x to y in P
(possibly of length 0).

of zβWxbb contradicting minimality of the cross pα, β, γ, δq. Hence zαzγ P

EpWxbq and zβzδ P EpWayq, which implies that we have a ď zβ ă zδ ď y
and x ď zα ă zγ ď b in P .

Claim 3.9. The set I1 is reversible.

Proof. Suppose to the contrary that I1 is not reversible. Fix a strict alternat-
ing cycle ppa1, b1q, . . . , pak, bkqq in I1. There must exist an index i such that
ai ăπ ai`1 (cyclically). Without loss of generality we assume that ak ăπ a1.
Since pa1, b1q P I1, we have pa1, b1q R I10 , so there exists an element y1 P P
such that b1 ăπ y1 and y1 ě a1 in P . Let us fix any such y1.

By Claim 3.8 applied to x “ ak, a “ a1, b “ b1 and y “ y1, there exists a
cross pα, β, γ, δq in pG, πq with

ak ďπ zα ăπ zβ ďπ a1 and b1 ďπ zγ ăπ zδ ďπ y1

such that a1 ď zβ ă zδ ď y1 and ak ď zα ă zγ ď b1 hold in P . Since
the cover graph of P is an induced subgraph of G, it contains the edges
zαzβ and zγzδ. It is impossible that zβ is covered by zα as that would imply
a1 ď zβ ă zα ă b1 in P . Therefore, zα is covered by zβ in P . Similarly, zγ
must be covered by zδ as otherwise we would have a1 ă zδ ă zγ ď b1 in P .
See Figure 3.5.

We prove inductively that for each i P t1, . . . , ku, we have

zβ ďπ ai ăπ bi ďπ zγ.

This is true for the base case i “ 1. For the inductive step, let i P t2, . . . , ku,
and suppose that zβ ďπ ai´1 ăπ bi´1 ďπ zγ .

We first show that zβ ďπ bi ďπ zγ . Suppose to the contrary that bi R

tzβ, . . . , zγu, and let W be a witnessing path from ai´1 to bi in P . Every
edge between tzβ, . . . , zγu and V pGqztzβ, . . . , zγu in G has an end in zβ or
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zγ , so W contains zβ or zγ . Since ak ă zβ and ak ă zγ in P , we have ak ă bi
inP , which contradicts strictness of the cycle. Hence indeed zβ ďπ bi ďπ zγ .

Since pai, biq P Iă, we have ai ăπ bi. It remains to show that zβ ďπ ai.
Suppose to the contrary that ai ăπ zβ (and thus ai ďπ zα). Since pai, biq R I20 ,
there exists an element x such that x ď bi in P and x ăπ ai. Similarly as
earlier, a witnessing from x to bi has to contain zβ or zγ , so ak ď bi holds in
P , contradicting strictness of the cycle again. This completes the inductive
proof.

We have just shown that zβ ďπ ai for all i P t1, . . . , ku. But we also have
ak ďπ zα ăπ zβ , so we reach a contradiction. The proof follows.

The sets I10 , I20 and I1 partition Iă into reversible sets, so dimpIăq ď 3.
Therefore,

dimpP q ď 2 ¨ dimpIăq ď 6.

This completes the proof of Lemma 3.5.

3.3 Gadget extensions
Let P be a poset with a cover graph G, and let pT, tVuuuPV pT qq be a tree-
decomposition of G such that |Vu X Vv| “ 2 for each uv P EpT q. In general,
even if each bag Vu induces a subposet of small dimension, the dimension
ofP can be large. However,Walczak [34] showed thatwhen the height ofP
is bounded, the dimension of P can be bounded in terms of the maximum
dimension of a ‘gadget extension’ of a subposet induced by a bag Vu. In
this section, we present a simple variant of gadget extensions suited for
tree-decompositions corresponding to tree structures. We will prove that
whenever all gadget extensions have bounded dimension and the height
of the tree T in the tree-decomposition is bounded, the dimension of P can
be bounded.

For a fixed poset P with a cover graph G and a tree-decomposition
pT, tVuuuPV pT qq of G, we define gadget extensions as follows. Let u P V pT q,
and let X “ tXvuvPNT puq and Y “ tYvuvPNT puq be two indexed families of
subsets of Vu such that Xv Y Yv Ď Vu X Vv for each v P NT puq. For such
X and Y , we define two superposets of P rVus: the weak gadget extension
QupX ,Yq and the strong gadget extension Q1

upX ,Yq. The poset QupX ,Yq is
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Yv

Xv

P [Vu]

Yv

Xv

Qu(X ,Y)

a∗v

b∗v

Yv

Xv

Q′
u(X ,Y)

a∗v

b∗v

Figure 3.6: Gadget extensions of P rVus in the simple case where u is adja-
cent to only one node v in T .

obtained from P rVus by adding a minimal element a˚
v and a maximal el-

ement b˚
v for each v P NT puq, where a˚

v is covered by the elements from
MinpP rYvsq and b˚

v covers the elements fromMaxpP rXvsq. In particular, we
have Yv Ď UQupX ,Yqpa

˚
vq and Xv Ď DQupX ,Yqpb

˚
vq, and we have a˚

v ă b˚
v in

QupX ,Yq if and only if there exist x P Xv and y P Yv such that y ď x in
P . The poset Q1

upX ,Yq has the same ground set as QupX ,Yq, and we have
a ď b in Q1

upX ,Yq if a ď b in Q1
upX ,Yq or there exists v P NT puq such that

a “ a˚
v and b “ b˚

v . Note that the cover graph of Q1
upX ,Yq can be obtained

from the cover graph ofQupX ,Yq by adding an edge a˚
vb

˚
v whenever a˚

v ∥ b˚
v

in QupX ,Yq. See Figure 3.6.

Lemma 3.10. Let P be a poset with a cover graph G and let pT, tVuuuPV pT qq be a
tree-decomposition of G such that T is a rooted tree of height at most h, for each
uv P EpT q we have |Vu X Vv| “ 2, and for each u P V pT q all weak and strong
gadget extensions of P rVus have dimension at most d. Then

dimpP q ď

h`1
ÿ

i“1

p16dq
i.

Proof. We prove the lemma by induction on h. In the base case h “ 0, T
consists of a single node w, and thus P “ QwpH,Hq, so dimpP q ď d ď 16d.

We proceed to the inductive step. Assume that h ě 1 and the lemma
holds for tree-decompositions of height at most h´1. Letw denote the root
of T , For each v P NT pwq, let Tv denote the component of T ´ w containing
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v, and let Pv “ P r
Ť

uPV pTvq
Vus. Observe that every edge of the cover graph

of Pv which is not an edge of the cover graph of P must have both of its
ends in Vw XVv. Hence, the pair pTv, tVuuuPV pTvqq is a tree-decomposition of
the cover graph of Pv, and the gadget extensions of P rVus with u P V pTvq

are the same in both tree-deompositions with a small exception: for u “ v,
the gadget extensions of P rVus in Pv do not contain the elements a˚

w and
b˚
w. Nevertheless, for each u P V pTvq, each gadget extension of P rVus in
Pv is a subposet of a gadget extension of P rVus in P . Hence, by induction
hypothesis, for each v P NT pwq we have

dimpPvq ď

h
ÿ

i“1

p16dq
i.

For each v P NT pwq, let Zv “ Vw X Vv, and let z1v and z2v denote the
elements of Zv, in any order.

For each x P V pGqzVw there exists a unique node v P NT pwq such that
x P Pv, and we denote that node by vpxq. We define two functions σU and
σD assigning subsets of t1, 2u to elements of P :

σUpxq “

#

H if x P Vw,

ti P t1, 2u : zivpxq
P UP pxqu if x R Vw.

and

σDpxq “

#

H if x P Vw,

ti P t1, 2u : zivpxq
P DP pxqu if x R Vw.

The sets σ´1
U pSq with S Ď t1, 2u partition the ground set of P , and likewise

do the sets σ´1
D pSq with S Ď t1, 2u. We have

dimpP q “ dimP pIncpP qq ď
ÿ

SUĎt1,2u

ÿ

SDĎt1,2u

dimP pσ´1
U pSUq, σ´1

D pSDqq

Let pSmax
U , Smax

D q be a pair of subsets of t1, 2u which maximizes the value of
dimP pσ´1

U pSmax
U q, σ´1

D pSmax
D qq, let A “ σ´1

U pSmax
U q and B “ σ´1

D pSmax
D q. Since

there are 16 distinct pairs pSU, SDq of subsets of t1, 2u, we have

dimpP q ď 16 ¨ dimP pA,Bq,

so it suffices to partition IncP pA,Bq into a sufficiently small number of re-
versible sets.
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For each v P NT pwq, let Xv “ tziv : i P Smax
D u and Yv “ tziv : i P Smax

U u.
Let X “ tXvuvPNT pwq and Y “ tYvuvPNT pwq. Let Q “ QwpX ,Yq and Q1 “

Q1
wpX ,Yq. For a P A we denote by aÓ an element of Q and Q1 defined as

aÓ
“

#

a if a P Vw,

a˚
vpaq

if a R Vw.

Similarly, for b P B, we denote by bÒ a n element of Q and Q1 defined as

bÒ
“

#

b if b P Vw,

b˚
vpbq

if b R Vw.

Let a P A and b P B. By the definition of gadget extensions, we have

UP paq X Vw “ UQpaÓ
q X Vw “ UQ1paÓ

q X Vw,

and
DP pbq X Vw “ DQpbÒ

q X Vw “ DQ1pbÒ
q X Vw.

If there does not exist v P NT pwq such that a and b are elements of Pv ´ Zv,
then anywitnessing path from a to b inP or from aÓ to bÒ inQ orQ1 contains
a vertex from Vw, and hence the following are equivalent: (1) a ď b in P ,
(2) aÓ ď bÒ in Q, and (3) aÓ ď bÒ in Q1. On the other hand, if a and b
are elements of Pv ´ Zv for some v P NT pwq, then aÓ ă bÒ in Q1, and if
additionally a ∥ b in P , then aÓ ∥ bÒ in Q.

We partition the set IncP pA,Bq into sets I1 and I2 where

I1 “ IncpA,Bq X
ď

vPNT pwq

IncpPv ´ Zvq and I2 “ IncP pA,BqzI1.

Let D “
řh

i“1p16dqi so that for each v P NT pwq we have dimpPvq ď D.
We claim that dimP pI1q ď dD. We have dimpQq ď d, so let us partition
IncpQq into reversible sets I1Q, . . . , IdQ.

For each v P NT pwq we have dimpPv ´Zvq ď dimpPvq ď D, so let us par-
tition IncpPv ´Zvq intoD reversible sets I1Pv

, . . . , IDPv
. For each j P t1, . . . , Du,

let IjP “
Ť

vPNT pwq
IjPv

. Hence, for any j P t1, . . . , Du and v P NT pwq the set
IjP X IncpPv ´ Zvq is reversible.
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For each pa, bq P I1 we have vpaq “ vpbq, and thus aÓ ∥ bÒ in Q. To prove
dimP pI1q ď dD it suffices to show that for each j0 P t1, . . . , du and each
j1 P t1, . . . , Du, the set

Ij0,j11 :“ tpa, bq P I1 : paÓ, bÒ
q P Ij0Q , pa, bq P Ij1P u

is reversible. Suppose to the contrary that it is not. Fix a strict alternating
cycle ppa1, b1q, . . . , pak, bkqq in Ij0,j11 so that paÓ

i , b
Ò

i q P Ij0Q and pai, biq P Ij1P for
all i P t1, . . . , ku. For each i P t1, . . . , ku, vpaiq and vpbiq are the same node
which we denote by vi. The set Ij0Q is reversible in Q, so the pairs paÓ

i , b
Ò

i q

do not form an alternating cycle in Q. Hence there must exist i P t1, . . . , ku

such that aÓ

i ę bÒ

i`1 in Q (cyclically). As ai ď bi`1 in P , it must be the case
that vi “ vi`1. Let us assume without loss of generality that v1 “ v2.

The set Ij1P X IncpPv1 ´ Zv1q is reversible, so, not all pairs in the cycle
ppa1, b1q, . . . , pak, bkqq belong to IncpPv1 ´ Zv1q. Hence there must exist i P

t2, . . . , ku such that v1 “ vi´1 ‰ vi. A witnessing path from ai´1 to bi has to
intersect Zv1 in an element z. Since v1 “ v2 “ vi´1 and σUpa1q “ σUpa2q “

σUpai´1q, we have a1 ď z ď bi and a2 ď z ď bi in P , which contradicts
strictness of the cycle. Hence dimP pI1q ď dD.

Next, we prove that dimpI2q ď d. By our assumption, dimpQ1q ď d, so
let us partition IncpQ1q into reversible sets I1Q1 , . . . , IdQ1 . We claim that for
each pa, bq P I2 we have aÓ ∥ bÒ in Q1. Since a ­ď b in P and there does not
exist v P NT pwq such that pa, bq P IncpPv ´ Zvq, we have aÓ ­ď bÒ in Q1, so
suppose that we have aÓ ą bÒ inQ1. This implies that aÓ is not minimal and
bÒ is not maximal in Q1, so taÓ, bÒu Ď Vw, and therefore a “ aÓ ą bÒ “ b in
P rVws contradicting a and b being incomparable. Therefore, for each alter-
nating cycle ppa1, b1q, . . . , pak, bkqq in I2, the sequence ppaÓ

1, b
Ò

1q, . . . , paÓ

k, b
Ò

kqq is
an alternating cycle in Q1. Hence for each j P t1, . . . , du the set

tpa, bq P I2 : paÓ, bÒ
q P IjQ1u

is reversible. This proves dimP pI2q ď d.
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Summarizing, we have

dimpP q ď 16 ¨ dimP pA,Bq

ď 16 ¨ pdimP pI1q ` dimP pI2qq

ď 16 ¨ pdD ` dq

“ 16d ¨

h
ÿ

i“0

p16dq
i

“

h`1
ÿ

i“1

p16dq
i

as required.

For a labeled graph pG,Lq, let G ˚ L denote a graph obtained from G
where for each c P L we add a copy c1 and all possible edges between the
vertices in NGpcq Y tc, c1u. Observe that if G is the 2-sum of a tree structure
pT, tpGu, LuquuPV pT qq and pT, tVuuuPV pT qq is the tree-decomposition such that
Vu “ V pGuqzLu for each u P V pT q, then for any poset P whose cover graph
isG, each gadget extension of P rVus is isomorphic to a subgraph ofGu ˚Lu;
indeed, for each v P NT puq and the vertex c P Lu X Lv, the vertices c and c1

of G ˚ L can correspond to the elements a˚
v and b˚

v of a gadget extension of
P rVus.

Lemma 3.11. Let pG,Lq be a labeled graph with G P P Y Am. Then there exists
a set U Ď V pG ˚ Lq with |U | ď 2m such that every component of pG ˚ Lq ´ U is
a subgraph of a graph from P .

Proof. Suppose first that G is a graph from P with a reference cycle C. Let
C˚ be the Hamiltonian cycle in G ˚ L obtained from C by replacing each
c P L with the vertices c and c1 appearing next to each other. The resulting
cycle C˚ is a valid reference cycle for G ˚ L because any new chords are
between the four consecutive vertices from NGpcq Y tc, c1u for some c P L,
and these chords do not cross any other chords (because vertices in L are
pairwise nonadjacent). Hence G ˚ L P P , and the lemma is satisfied by
U “ H.

Now suppose that G P Am, that is G is an augmentation of a graph
G0 on at mostm vertices with strips H1, . . . , Hk. Every vertex in a strip has
degree at least 2, so if a vertex x P L belongs to V pHiq for some i P t1, . . . , ku,
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then both neighbors of x in G belong to Hi. Hence every x P L has both
neighbors in one of the subgraphs G0, H1, . . . , Hk. This implies

G ˚ L “ pG0
˚ pL X V pG0qqq Y

k
ď

i“1

pHi ˚ pL X V pHiqqq.

Let U “ V pG0 ˚ pL X V pG0qqq. We have |U | ď 2|V pG0q| ď 2m, and every
component H 1 of pG ˚ Lq ´ U is of the form

pHi ´ pV pG0
q X V pHiqqq ˚ pL X V pHiqzV pG0qq.

Let us show that any such component is a subgraph of a graph from P . Let
us representHi asGi ´F like in the definition of a strip, so thatGi P P and
F Ď EpGiq is a set of edges with ends in corners of Hi. All corners of Hi

belong toG0, so every vertex from LXV pHiqzV pG0q, has degree 2 not only
inHi, but also inGi. Therefore,H 1 is a subgraph ofGi ˚ pLXV pHiqzV pG0qq.
Since pGi, LXV pHiqzV pG0qq is a labeled graph andGi P P , we deduce that
H 1 is a subgraph of a graph from P , as claimed.

3.4 The proof
Let us prove Theorem 3.1.

By Theorem 3.4, there exists a positive integer m such that all K2,n-
minor-free graphs belong to BppP Y Amqpmqq Let us fix such m. We will
show that every poset with a K2,n-minor-free cover graph has dimension
at most p96 ¨ 4mqm`2 ` 2.

Let P0 be a poset with aK2,n-minor-free cover graphG0, letG be a block
of G0, and let P “ P0rV pGqs. Since G0 does not have aK2,n-minor, we have
G P pP Y Amqpmq. Let pT, tpGu, LuquuPV pT qq be a tree structure whose 2-
sum is G such that the height of T is at most m and for each u P V pT q

we have Gu P P Y Am. For each u P V pT q let Vu “ V pGuqzLu, so that
pT, tVuuuPV pT qq forms a tree-decomposition of G. Fix any u P V pT q. Every
gadget extension of P rVus has cover graph isomorphic to a subgraph of
Gu ˚ Lu. By Lemma 3.11, there exists a subset U Ď V pGu ˚ Luq with |U | ď

2m such that every component of pGu ˚ Luq ´ U is a subgraph of a graph
from P . By Lemmas 3.5 and 1.5, if in a poset every component of the cover
graph is a subgraph of a graph from P , then the dimension is at most 6.
Hence, by Lemma 1.4 every gadget extension of P rVus has dimension at
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most 6 ¨ 22m. Since u was chosen arbitrarily, the Lemma 3.10 implies that
dimpP q ď

řm`1
i“1 p16 ¨6 ¨22mqi ď p96 ¨4mqm`2, and since the blockG ofG0 was

also chosen arbitrarily, Theorem 1.6 implies that dimpP0q ď p96 ¨4mqm`2 `2,
so the proof is complete.
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Chapter 4

Excluding a ladder

The Grid-Minor Theorem shows that the size of a largest nˆ n grid-minor
is tied to treewidth: there exists a function fpnq such that in any graph G,
if n is the largest integer such thatG has an nˆn grid-minor, then we have
n ď twpGq ď fpnq.

What is the structure of graphs excluding k ˆ n grid-minors for a fixed
value of k? In the case k “ 1, a 1 ˆ n grid is simply a path on n vertices,
and a graph has an 1 ˆ n grid-minor if and only if it contains a path on n
vertices (as a subgraph).

The size of a longest path in a graphG is tied to its treedepth tdpGq, which
is a graph parameter defined recursively as follows.

tdpGq “

$

’

&

’

%

0 if V pGq “ H,
1 ` minttdpG ´ txuq : x P V pGqu if G is connected,
maxttdpCq : C is a component of Gu otherwise.

If n is the number of vertices in a longest path in a graph G, then we have
rlog2 ns ď tdpGq ď n.

2ˆn grids are called ladders, and in this chapterwe show that the size of
a largest ladder-minor is tied to a variant of treedepth obtained by replacing
components with blocks in the recursive definition of the parameter. As
a consequence, we prove that posets without long ladder-minors in their
cover graphs have bounded dimension.
Theorem 4.1 (Huynh, Joret, Micek, Seweryn, Wollan [12]). For every pos-
itive integer n there exists an integer d such that every poset excluding a 2 ˆ n
grid-minor has dimension at most d.
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4.1 Ladders and a variant of treedepth
For n ě 1, we call the 2 ˆ n grid a ladder and denote it by Ln. Hence, the
vertex set of Ln is t1, 2u ˆ t1, . . . , nu and two vertices pi, jq and pi1, j1q are
adjacent in Ln if |i ´ i1| ` |j ´ j1| “ 1.

For a graph G, we recursively define a parameter td2pGq as follows.

td2pGq “

$

’

&

’

%

0 if V pGq “ H,
1 ` minttdpG ´ txuq : x P V pGqu if G has exactly 1 block,
maxttdpBq : B is a block of Gu otherwise.

Clearly, td2pHq ď td2pGq whenever H Ď G, and every nonempty graph G
has a block B such that td2pBq “ td2pGq. We have td2pGq “ 0 if and only if
G is empty, td2pGq ď 1 if and only if EpGq “ H, and td2pGq ď 2 if and only
if G is a forest.

Theorem 4.2. In any graph G, if n is the largest integer such that G has an Ln-
minor, then

tlog2 nu ` 2 ď td2pGq ď pn ` 1qpn2
` 2q.

In particular, Theorem 4.2 implies that a graph class G excludes an Ln-
minor for some n if and only if the graphs G P G have bounded value of
td2pGq.

In the proof of Theorem 4.2, we use the following property of the pa-
rameter td2pGq.

Lemma 4.3. For every graph G and a k-element subset X Ď V pGq, we have
td2pGq ď td2pG ´ Xq ` k.

Proof. We prove the lemma by induction on k. The lemma is trivial for
k “ 0, so assume that k ě 1 and the lemma holds for pk ´ 1q-element
subsets of vertices. Let X Ď V pGq satisfy |X| “ k, and let x0 P X . Let
B be a block of G such that td2pBq “ td2pGq. If x0 R V pBq, then we have
td2pGq “ td2pBq ď td2pG ´ tx0uq, and if x0 P V pBq, then

td2pGq “ td2pBq “ 1 ` minttdpB ´ txuq : x P V pBqu

ď 1 ` td2pB ´ tx0uq

ď 1 ` td2pG ´ tx0uq.
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Hence we always have td2pGq ď 1 ` td2pG ´ tx0uq. By the induction hy-
pothesis we have

td2pG´ tx0uq ď td2ppG´ tx0uq ´ pXztx0uqq ` pk ´ 1q “ td2pG´Xq ` k ´ 1.

Hence td2pGq ď td2pG ´ Xq ` k, which completes the inductive proof.

The proof of Theorem 4.2 relies on two classical results: Menger’s The-
orem and Erdős-Szekeres Theorem.

Theorem 4.4 (Menger’s Theorem [22]). Let G be a graph, let A and B be
subsets of V pGq. Then the minimum size of a vertex subset separating A and B is
equal to the maximum number of pairwise disjoint A–B paths in G.

Theorem 4.5 (Erdős-Szekeres Theorem [8]). Every sequence of pn ´ 1q2 ` 1
distinct integers contains an increasing or decreasing subsequence of length n.

We call a sequence pP1, P2;Q1, . . . , Qnq an n-ladder model in a graph G if

(1) P1 and P2 are disjoint paths in G, each with an end in V pQ1q,

(2) Q1, . . . , Qn are pairwise disjoint V pP1q–V pP2q paths in G, and

(3) each of P1 and P2 intersects the paths Q1, . . . , Qn in that order.

Note that the paths P1 and P2 are not required to have an end in V pQnq.
Clearly, a graph G contains an n-ladder model if and only if Ln is a topo-
logical minor of G. Since each vertex in Ln has degree at most 3, this is
equivalent toLn being aminor ofG. Ann-laddermodel pP1, P2;Q1, . . . , Qnq

is rooted at a pair of vertices pz1, z2q if each Pi is a V pQ1q–zi path.

Lemma 4.6. Let n and t be positive integers, let s “ pn ´ 1q2 ` 2, let G be a
2-connected graph, and let z1 and z2 be distinct vertices ofG. If td2pGq ą ts, then
at least one of the following holds:

(1) G has an Ln-minor, or

(2) G has a t-ladder model rooted at pz1, z2q.

Proof. We prove the lemma by induction on t. Suppose first that t “ 1.
Since G is 2-connected, it is connected, so there exists a z1–z2 path Q1 in
G, and the desired 1-ladder model rooted at pz1, z2q in G can be defined as
pP1, P2;Q1q where each Pi is the trivial path Grtzius.
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z1 z2z2 z1

P P

P ′ P ′

Figure 4.1: Disjoint V pP q–V pP 1q paths forming an n-ladder model.

Now suppose that t ě 2 and the lemma holds for t ´ 1. Since G is 2-
connected, there exist internally disjoint z1–z2 paths P and P 1. Let us fix
any such P and P 1. By Menger’s Theorem, either there exist s` 1 pairwise
disjoint V pP q–V pP 1q paths, or there exists a set of at most s vertices which
separates V pP q and V pP 1q. We consider these two cases separately.

Suppose first that there exist pairwise disjoint V pP q–V pP 1q paths Q1,
. . . , Qs`1. For i P t1, . . . , s` 1u, let xi and x1

i denote the ends ofQi on P and
P 1, respectively. Without loss of generality, we assume that the vertices x1,
. . . , xs`1 appear on P in that order. Let π : t1, . . . , s ` 1u Ñ t1, . . . , s ` 1u be
a permutation such that the vertices x1

πp1q
, . . . , x1

πps`1q
appear on P 1 in that

order. Since the paths P and P 1 are internally disjoint, the pathsQ2, . . . ,Qs

are nontrivial. We have s´ 1 “ pn´ 1q2 ` 1, so by Erdős-Szekeres Theorem
there exist indices 2 ď i1 ă ¨ ¨ ¨ ă in ď s such that either πpi1q ă ¨ ¨ ¨ ă πpinq,
or πpi1q ą ¨ ¨ ¨ ą πpinq. In either case pxi1Pxin , x

1
i1
P 1x1

in ;Qi1 , . . . , Qinq is an
n-ladder model in G (see Figure 4.1). Thus G has an Ln-minor.

Now suppose that there exists a set X Ď V pGq with |X| ď s which
separates V pP q and V pP 1q. We have td2pGq ą ts, so by Lemma 4.3 we have

td2pG ´ Xq ě td2pGq ´ s ą ts ´ s “ pt ´ 1qs.

Let B be a block of G´X with td2pBq “ td2pG´Xq ą pt´ 1qs. In particu-
lar, we have tdpBq ą 2, so |V pBq| ą 2, which means that B is 2-connected.
As X separates V pP q and V pP 1q, the block B intersects at most one of the
sets V pP q and V pP 1q. Without loss of generality we assume that B is dis-
joint from V pP q. Since G is 2-connected, there exist disjoint V pP q–V pBq

paths R1 and R2. For i P t1, 2u, let xi and z1
i denote the ends of Ri ly-

ing in V pP q and V pBq, respectively. Without loss of generality we assume
that the vertices z1, x1, x2, z2 lie on P in that order (with a possibility that
z1 “ x1 and/or x2 “ z2). We have td2pBq ą pt ´ 1qs, so we can apply the
induction hypothesis to B and the vertices z1

1 and z1
2. If B has an Ln-minor,
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z1 z2

P

P ′

X

B

x1

x2

z′1
z′2

Figure 4.2: Extending a pt´1q-laddermodel inB to a t-laddermodel rooted
at pz1, z2q.

then so does G. Let us hence assume that there is a pt ´ 1q-ladder model
pP1, P2;Q1, . . . , Qt´1q rooted at pz1

1, z
1
2q in B. We can extend it to an t-ladder

model pP 1
1, P

1
2;Q1, . . . , Qtq rooted at pz1, z2q where P 1

i “ Pi YRi Y xiPzi and
Qt “ x1Px2, see Figure 4.2. This completes the inductive proof.

Proof of Theorem 4.2. Lemma 4.6 applied with t “ n shows that a graph G
has an Ln-minor whenever td2pGq ą nppn ´ 1q2 ` 2q. Hence, if n is the
largest integer such that G has an Ln-minor, then td2pGq ď pn ` 1qpn2 ` 2q.
To show that td2pGq ě tlog2 nu ` 2, it suffices to prove that td2pGq ě d ` 2
whenever G has an L2d-minor. We prove this by induction on d. In the
base case d “ 0, G has an L1-minor, and thus EpGq ‰ H, so td2pGq ě 2.
For the inductive step, suppose that d ě 1 and G has an L2d-minor. Since
L2d is 2-connected, G has a block B with an L2d-minor. Hence B contains
two disjoint 2d´1-ladder models. By definition of td2pGq, the block B has a
vertex x such that tdpBq “ 1 ` tdpB ´ txuq. At least one of the two 2d´1-
ladder models survives in B ´ txu, so by induction hypothesis we have
td2pB ´ txuq ě pd ´ 1q ` 2 “ d ` 1. Hence

td2pGq ě td2pBq “ 1 ` td2pB ´ txuq ě 1 ` ppd ´ 1q ` 2q “ d ` 2.

The proof is complete.

Lemma 4.7. Let P be a poset with a cover graph G and let m “ td2pGq. Then
dimpP q ď 2m`1 ´ 2.
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Proof. Weprove the lemmaby induction onm. In the base casem “ 1, there
are no edges in the cover graph of P , and thus dimpP q ď 2 “ 2m`1 ´ 2. For
the inductive step, assume that m ě 2. Let B be a block of G which max-
imizes the dimension dimpP rV pBqsq. By Theorem 1.6, we have dimpP q ď

dimpP rV pBqsq`2. We also have td2pBq ď td2pGq “ m, so there exists a ver-
tex x P V pBq such that td2pB ´ xq ď m ´ 1. Hence for each H Ď B ´ x we
have td2pHq ď m ´ 1, so by induction hypothesis we can apply Lemma 1.4
withX “ txu to deduce that dimpP rV pBqsq ď 2 ¨p2m´2q “ 2m`1´4. Hence

dimpP q ď dimpP rV pBqsq ` 2 ď 2m`1
´ 4 ` 2 “ 2m`1

´ 2.

Proof of Theorem 4.1. If P is a poset with an Ln-minor-free cover graph G,
then by Theorem 4.2 we have td2pGq ď pn ` 1qpn2 ` 2q, and by Lemma 4.7
we have dimpP q ď 2pn`1qpn2`2q`1 ´ 2, so d “ 2pn`1qpn2`2q`1 ´ 2 satisfies the
theorem.

Let us mention another application of Theorem 4.2. It is a well-known
fact that any two longest paths in a connected graph G intersect. This is
equivalent to saying that if a connected graphG contains two disjoint paths
each on n vertices, then it contains a path on n` 1 vertices. Ladder minors
have a similar property.

Theorem 4.8 (Huynh, Joret, Micek, Seweryn, Wollan [12]). For every n,
there exists an integer k such that every 3-connected graph G which contains k
pairwise disjoint copies of Ln as a minor, has an Ln`1-minor.

The proof of Theorem 4.8 is not included in this thesis because of its
technical nature.

4.2 Centered colorings
An alternative way to define treedepth is via centered colorings. A vertex-
coloring of a graph G is a function ϕ : V pGq Ñ N, and the values of ϕ are
called colors. LetG be a graphwith a fixed vertex-coloring ϕ. In a subgraph
H Ď G, a vertex x P V pGq is called a center if the color of x is unique in H ,
that is ϕpxq ‰ ϕpx1q for every x1 P V pHqztxu. We call ϕ a centered coloring if
every connected subgraph ofG has a center. It turns out that for any graph
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G, theminimumnumber of colors used by a centered coloring ofG is equal
to tdpGq.

We can analogously define a variant of centered coloring related to our
graph parameter td2pGq. Let us call a vertex-coloring ϕ of G a 2-connected
centered coloring if ϕpxq ‰ ϕpyq for each xy P EpGq and every 2-connected
subgraph of G has a center.

Lemma 4.9. The minimum number of colors used by a 2-connected centered col-
oring of a graph G is exactly td2pGq.

Proof. We prove the lemma by induction on the number of vertices in G.
The base case V pGq “ H is trivial.

For the inductive step, assume that |V pGq| ě 1. Let m be the smallest
number of colors in a 2-connected centered coloring of G, and let us show
that td2pGq “ m.

Suppose first thatG does not have a cutvertex, so it is a single block. Fix
a 2-connected centered coloring of G which uses m colors, and let x be a
center of G. The coloring usesm´ 1 colors on V pG´ txuq, so by induction
hypothesis td2pG ´ txuq ď m ´ 1. Hence td2pGq ď td2pG ´ txuq ` 1 ď m.
Now let x P V pGq be a vertex such that td2pGq “ td2pG ´ txuq ` 1. By
induction hypothesis, G ´ txu has a 2-connected centered coloring using
td2pGq ´ 1 colors. Extend such a coloring by assigning a brand new color
to x. The resulting coloring is a 2-connected centered coloring of G which
uses td2pGq colors, so m ď td2pGq.

Now let B1, . . . , Bk be the blocks of G and suppose that k ě 2. Each
of the blocks admits a 2-connected centered coloring using m colors, so
by induction hypothesis, we have td2pBiq ď m for each i P t1, . . . , ku, and
hence td2pGq ď m. By induction hypothesis, each block Bi admits a 2-
connected centered coloring using at most td2pGq colors. After renaming
the colors in the colorings of the blocks, we may assume that they agree
on the cutvertices of G. Combining the colorings we obtain a 2-connected
centered coloring of Gwhich uses td2pGq colors, so m ď td2pGq.

Centered colorings are related to linear colorings. A linear coloring of a
graph G is a vertex-coloring of G such that every path in G has a center.
We denote by χlinpGq the minimum number of colors used by a linear col-
oring ofG. Every centered coloring is linear, and therefore we always have
χlinpGq ď tdpGq. If P is a path on 2m vertices, then χlinpP q ą m, and there-
fore the length of a longest path in a graphG is less than 2χlinpGq. Hence the

55



parameters χlinpGq and tdpGq are tied:

χlinpGq ď tdpGq ă 2χlinpGq.

Analogously to linear colorings we can define cycle centered coloring as
a vertex-coloring in which every cycle has a center. Note that in such a
coloring some pairs of adjacent vertices may have the same color. Using
Theorem 4.2, we show that the minimum number used by a cycle centered
coloring of a graph G is tied to td2pGq.

Lemma 4.10. Let G be a graph, let ϕ be a cycle centered coloring of G using at
most m colors, and let pP1, P2;Q1, . . . , Qnq be an n-ladder model in G. If ϕ uses
exactly the same set of colors on the paths Q1, . . . , Qn, then n ă 2m.

Proof. We prove the lemma by induction on m. The lemma holds in the
base case m “ 0: if ϕ uses 0 colors, then G must be an empty graph and
thus n “ 0. For the inductive step, let us assume thatm ě 1, and towards a
contradiction, suppose that n ě 2m. Without loss of generality we assume
that each of the paths P1 and P2 has an end in V pQnq. Consider the cycle
C “ P1 Y P2 Y Q1 Y Qn, and let x be a center of C. The vertex x must be a
center of the unionH :“ P1 YP2 YQ1 Y ¨ ¨ ¨ YQn: the color of x is unique in
C and if there existed x1 P V pQiq with ϕpx1q “ ϕpxq, then by our assumption
onϕwewould findvertices of colorϕpxq on bothQ1 andQn, contradicting x
being a center ofC. Since n ě 2m, our n-laddermodel contains two disjoint
2m´1-ladder models of the form pP 1

1, P
1
2;Q

1
1, . . . , Q

1
2m´1q where P 1

i Ď Pi for
i P t1, 2u, and tQ1

1, . . . , Q
1
2m´1u Ď tQ1, . . . , Qnu. One of these models does

not contain x, fix such pP 1
1, P

1
2;Q

1
1, . . . , Q

1
2m´1q. By induction hypothesis, ϕ

uses more than m ´ 1 colors on that model, which together with the color
ϕpxq give more thanm colors, contradiction. Hence indeed n ă 2m.

Theorem 4.11. Let G be class of graphs. The following are equivalent:

(1) there exists an integer n such that no graph in G has an Ln-minor.

(2) there exists an integerm such that td2pGq ď m for every G P G,

(3) there exists an integer m such that every graph in G has a 2-connected cen-
tered coloring using at mostm colors;

(4) there exists an integer m such that every graph in G has a cycle centered
coloring using at mostm colors.
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Proof. By Theorem 4.2 the items (1) and (2) are equivalent, and by Lemma
4.9 the items (2) and (3) are equivalent. Since every 2-connected centered
coloring is a cycle centered coloring, the item (3) implies the item (4) To
complete the proof we show that (4) implies (1). Namely, we show that if
a graph G admits a cycle centered coloring using at most m colors, then G
does not have an L4m-minor.

Suppose to the contrary that the graphG admits a cycle centered color-
ing ϕ : V pGq Ñ t1, . . . ,mu and L4m is a minor ofG. Let pP1, P2;Q1, . . . , Q4mq

be a 4m-ladder model in G. The coloring ϕ uses a nonempty subset of
t1, . . . ,mu on each V pQiq. Since there are 2m ´ 1 nonempty subsets of col-
ors, by the pigeonhole principle there exists indices 1 ď i1 ă ¨ ¨ ¨ ă i2m ď 4m

such that ϕ colors the pathsQi1 , . . . ,Qi2m with the same set of colors. Let P 1
1

and P 1
2 be V pQi1q–V pQi2m q paths contained in P1 and P2, respectively. This

way we obtain a 2m-ladder model pP 1
1, P

1
2;Qi1 , . . . , Qi2m q which contradicts

Lemma 4.10. This completes the proof.

Let χcycpGq denote the minimum number of colors used by a cycle cen-
tered coloring of a graph G. We conclude this section with a short discus-
sion about the asymptotic of the function tying td2pGq with χcycpGq.

Aswehave alreadymentioned, for any graphGwehave tdpGq ď 2χlinpGq.
What is the best bound on tdpGq in terms of χlinpGq? Kun et al. [21] con-
structed graphs R1, R2, . . . such that limnÑ8

χlinpRnq

tdpRnq
“ 2, and they conjec-

tured that tdpGq ď 2χlinpGq for every graphG. They also gave a polynomial
bound on tdpGq in terms of χlinpGq, and the best known bound is by Bose
et al. [2], who showed that tdpGq P pχlinpGqq10`op1q. These results suggests
that td2pGq may be linearly bounded in terms of χcycpGq.

Conjecture 4.12. There exists a constant c such that for every graph G we have

td2pGq ď c ¨ χcycpGq.
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Chapter 5

k-Outerplanarity

Felsner, Trotter andWiechert [9] showed that posetswith outerplanar cover
graphs have dimension at most 4. A well-studied and useful generaliza-
tion of outerplanar graphs are k-outerplanar graphs. A planar drawing of
a graph is k-outerplanar if after k-fold removal of the vertices on the bound-
ary of the outer face there are no vertices left, and a k-outerplanar graph is
a graph which has a k-outerplanar drawing. For each k ě 1, k-outerplanar
graphs form a minor-closed class of graphs. In this chapter, we show that
posets with k-outerplanar cover graphs have dimension Opk3q.

Theorem 5.1. There exists a function fpkq P Opk3q such that every poset with a
k-outerplanar cover graph has dimension at most fpkq.

As a consequence of this result, we improve the bound on the dimen-
sion of posets with planar cover graphs in terms of their height.

Theorem5.2. There exists a function gphq P Oph3q such that every poset of height
h with a planar cover graph has dimension at most gphq.

Previously, the best known bound was Oph6q.
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5.1 Min-max reduction and unfolding
In this section we introduce two standard techniques from dimension the-
ory: min-max reduction and unfolding.

The min-max dimension of a poset P is dimP pMinpP q,MaxpP qq. The fol-
lowing well-known lemma shows that in order to bound the dimension of
a poset, it suffices to bound the min-max dimension of a poset with similar
properties as P .

Lemma 5.3 (Min-max reduction). For each poset P there exists a poset P 1 such
that

(1) the cover graph of P 1 can be obtained from the cover graph of P by adding
zero or more degree-1 vertices,

(2) the height of P 1 is equal to the height of P , and

(3) dimpP q ď dimP 1pMinpP 1q,MaxpP 1qq.

Proof. Let P 1 be a superposet of P obtained by adding the following new
elements to P : for every non-minimal element x P P introduce a newmin-
imal element x´ covered only by x, and for every non-maximal element
x P P introduce a new maximal element x` covering only x. Furthermore,
for each x P MinpP q, let x´ denote the element x itself, and similarly, for
each x P MaxpP q let x` denote the element x. Observe that for any ele-
ments a and b of P , if a ď b in P , then a´ ď b` in P 1, and if a ∥ b in P , then
a´ ∥ b` in P 1. The cover graph of P 1 is obtained from the cover graph of P
by adding degree-1 vertices, and P 1 has the same height as P . It remains
to show that dimpP q ď d, where d “ dimP 1pMinpP 1q,MaxpP 1qq.

Let tI 1
1, . . . , I

1
du be a partition of IncP 1pMinpP 1q,MaxpP 1qq into reversible

sets. For each j P t1, . . . , du, let Ij “ tpa, bq P IncpP q : pa´, b`q P I 1
ju.

For every pa, bq P IncpP q we have pa´, b`q P IncP 1pMinpP 1q,MaxpP 1qq, so
tI1, . . . , Idu is a partition of IncpP q. Observe that each Ij is reversible in P ;
otherwise, some Ij would contain an alternating cycle ppa1, b1q, . . . , pak, bkqq

and the set I 1
j would contain the alternating cycle ppa´

1 , b
`
1 q, . . . , pa´

k , b
`
k qq,

contradicting its reversibility. Hence, dimpP q ď d.

Let us observe that adding a degree-1 vertex to a graph preserves its
k-outerplanarity. For suppose thatG is a graphwith a k-outerplanar draw-
ing, and for each i P t1, . . . , ku, let Vi denote the set of vertices lying on the
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A0 = {x0}

B1 B2 B3

A1 A2 A3A1 A2

B1 = {y0} B2 B3

Figure 5.1: Unfolding a poset from a minimal element x0 and from a max-
imal element y0.

boundary of the outer face after pi ´ 1q-fold removal of the vertices on the
boundary of the outer face. Hence V pGq “ V1 Y ¨ ¨ ¨ Y Vk, and if G1 is the
graph obtained from G by adding a degree-1 vertex x attached to a vertex
y P Vi, then we can extend the drawing of G to a drawing of G1 such that
x is on the outer face of GrVi Y ¨ ¨ ¨ Y Vks. This way, in the iterative process
of removing the vertices from the boundary of the outer face, the vertex x
will be removed together with y in the i-th iteration, so the drawing of G1

is k-outerplanar.
Let P be a connected poset with at least two elements (so thatMinpP qX

MaxpP q “ H). Let x0 P MinpP q Y MaxpP q. Define an infinite alternating
sequence of sets pA0, B1, A1, B2, . . .q as follows. If x0 P MinpP q, then let
A0 “ tx0u and B1 “ UP px0q XMaxpP q, and if x0 P MaxpP q, then let A0 “ H

and B1 “ tx0u. For every i ě 1, define inductively

Ai “ pDP pBiq X MinpP qqzAi´1, and
Bi`1 “ pUP pAiq X MaxpP qqzBi.

(See Figure 5.1.) Such a sequence pA0, B1, A1, B2, . . .q is the unfolding of P
from x0. Since P is connected, the sets A0, A1, . . . partition MinpP q, and
the sets B1, B2, . . . partition MaxpP q. Note that the set A0 may be empty,
and since P is finite, starting from some point all sets in the unfolding are
empty. Moreover, an element of Ai1 can be comparable with an element
of Bi2 only if i2 P ti1, i1 ` 1u, and for each i ě 1, every element of Ai is
comparable with an element of Bi and every element of Bi is comparable
with an element of Ai´1 (unless x0 P MaxpP q and i “ 1).

The following lemma is well-known.

Lemma 5.4. Let pA0, B1, A1, B2, . . .q be an unfolding of a poset P . Then there
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exists an index i ě 1 such that

dimP pMinpP q,MaxpP qq ď 2 ¨ maxtdimP pAi, Biq, dimP pAi, Bi`1qu.

Proof. Let us partition IncP pMinpP q,MaxpP qq into two sets Iă and Ią, so
that for each pair pa, bq P IncP pMinpP q,MaxpP qq with a P Ai1 and b P Bi2

we have pa, bq P Iă if Ai1 appears in the unfolding earlier than Bi2 (that is
i1 ă i2) and pa, bq P Ią if Ai1 appears in the unfolding later than Bi2 (that is
i1 ě i2). Let d denote the largest among all of the values dimP pAi, Biq and
dimP pAi, Bi`1q with i ě 1. To complete the proof it suffices to show that
dimP pIăq ď d and dimP pIąq ď d. The proofs of these bounds are dual, so
we only show the latter.

For each i ě 1, let tI1i , . . . , I
d
i u be a partition of IncP pAi, Biq into d re-

versible sets, and for every j P t1, . . . , du, define Ij “
Ť

iě1 I
j
i . Let I0 “

Ť

i1ąi2
IncP pAi1 , Bi2q. Note that the sets I1, . . . , Id, I0 partition Ią. We claim

that for each j P t1, . . . , du, the set Ij Y I0 is reversible. Towards a contra-
diction, suppose that there is an alternating cycle ppa1, b1q, . . . , pak, bkqq in
Ij Y I0. For each i P t1, . . . , ku, if i1 is the index such that ai P Ai1 , then the
index i2 such that bi P Bi2 satisfies i1 ě i2 (because pai, biq P Ią), and the
index i2 such that bi`1 P Bi2 satisfies i2 P ti1, i1`1u, so, in particular, i2 ě i1.
Since these inequalities hold cyclically for all i, there must exist an index
i1 such that for all i P t1, . . . , ku we have pai, biq P Ij X IncpAi1 , Bi1q “ Iji1 ,
contradicting reversibility of Iji1 . Hence Ij Y I0 is indeed reversible, and in
particular Ij is reversible. Therefore, tI1 Y I0, I

2, . . . Idu is a partition into d
reversible sets witnessing that dimP pIąq ď d.

Lemma 5.4 can be reformulated as follows.

Lemma 5.5. Let P be a connected poset with at least two elements, and let x0 P

MinpP q Y MaxpP q. Then there exist P 1 P tP, P du and an index i ě 1 such that
in the unfolding pA0, B1, A1, B2, . . .q of P 1 from x0 we have x0 R UP 1pAiq and

dimP pMinpP q,MaxpP qq ď 2 ¨ dimP 1pAi, Biq.

Proof. Without loss of generality assume that x0 is a minimal element in P .
Let pA1

0, B
1
1, A

1
1, B

1
2, . . .q be the unfolding of P from x0. Then the unfolding

of P d from x0 is pA2
0, B

2
1 , A

2
1, B

2
2 , . . .q where A2

0 “ H and for i ě 1 we have
B2

i “ A1
i´1 and A2

i “ B1
i. By Lemma 5.4 there exist i ě 1 and j P ti, i ` 1u
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such that dimP pMinpP q,MaxpP qq ď 2 ¨ dimP pA1
i, B

1
jq. If j “ i, then x0 R

UP pAiq, so P and i satisfy the lemma, and if j “ i ` 1, then

dimP pMinpP q,MaxpP qq ď 2 ¨ dimP pA1
i, B

1
i`1q

“ 2 ¨ dimP dpB1
i`1, A

1
iq “ 2 ¨ dimP dpA2

i`1, B
2
i`1q

and x0 R DP pB1
i`1q “ UP dpA2

i`1q, so P d and i ` 1 satisfy the lemma.

Lemma 5.5 allows us to reduce a poset to another one whose min-max
dimension is at most 2 times smaller, and which has stronger structural
properties than the original poset.

Lemma 5.6. Let P be a connected poset with at least two elements, let x0 P

MinpP qYMaxpP q, and letG be the cover graph of P . Then for some P 1 P tP, P du

there exist a convex subposet Q of P 1 and a component C of G ´ Q such that
x0 P V pCq,MaxpQq Ď UP 1pV pCqq, MinpQq X DP 1pV pCqq “ H, and

dimP pMinpP q,MaxpP qq ď 2 ¨ dimQpMinpQq,MaxpQqq.

The following easy lemma will be used in the proof of Lemma 5.6 (and
also later on, in the proof of Theorem 5.1).

Lemma 5.7. For every poset P with two subsets of elements A and B we have

dimP pA,Bq “ dimP pA,B X UP pAqq

Proof. Since B X UP pAq Ď B, we have dimP pA,B X UP pAqq ď dimP pA,Bq.
Let d “ dimP pA,B X UP pAqq. It remains to argue that dimP pA,Bq ď d.
Let tI1, . . . , Idu be a partition of IncP pA,B X UP pAqq into reversible sets.
If ppa1, b1q, . . . , pak, bkqq is an alternating cycle in IncP pA,Bq, then for each
i P t1, . . . , ku we have ai´1 ď bi in P , and thus bi P UP pAq. Hence no
alternating cycle in IncP pA,Bq contains a pair from IncP pA,BzUP pAqq, so
the set I1 Y IncP pA,BzUP pAqq is reversible. Therefore the partition tI1 Y

IncP pA,BzUP pAqq, I2, . . . , Idu witnesses that dimP pA,Bq ď d.

Proof of Lemma 5.6. Apply Lemma 5.5 to P and x0 to obtain P 1 P tP, P du

and an index i ě 1 so that for the unfolding pA0, B1, A1, B2, . . .q of P 1 from
x0 we have x0 R UP 1pAiq and

dimP pMinpP q,MaxpP qq “ dimP 1pMinpP 1
q,MaxpP 1

qq ď 2 ¨ dimP 1pAi, Biq.
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Let Q “ P 1rUP 1pAiq X DP 1pBiqs. We have MinpQq “ Ai since every
element of Ai is comparable with an element of Bi in Q, and MaxpQq “

Bi X UQpAiq, so by Lemma 5.7 we have

dimP 1pAi, Biq “ dimP 1pAi, Bi X UP 2pAiqq “ dimQpMinpQq,MaxpQqq.

Hence, dimP pMinpP q,MaxpP qq ď 2 ¨ dimQpMinpQq,MaxpQqq.
Since x0 R UP 1pAiq, it is not the case that x0 is maximal and i “ 1. In

particular, x0 R Q and MaxpQq Ď UP 1pAi´1q. Let C be the component of
G´Q containing x0. By definition of unfolding, for each a P Ai´1 there is a
(not necessarily witnessing) x0–a path inG´Q, and every x0–UP 1pAiq path
in G contains an element of Q. Hence, MaxpQq Ď UP 1pAi´1q Ď UP 1pV pCqq

andMinpQq X DP 1pV pCqq “ Ai X DP 1pV pCqq “ H.

When P is a poset with a planar cover graph, Lemma 5.6 gives us a
poset Q in which every maximal element is comparable with an element
on the boundary of the outer face.
Lemma 5.8. For every height-h poset P with a fixed planar drawing of its cover
graphG, there exists a posetQ of height at most h such that its cover graphH is a
subgraph of G, every maximal element of Q is comparable with an element on the
boundary of the outer face in the inherited drawing of H , and

dimP pMinpP q,MaxpP qq ď 2 ¨ dimQpMinpQq,MaxpQqq.

Proof. If dimP pMinpP q,MaxpP qq ď 2, then the lemma is satisfied with the
empty poset as Q. Hence we assume that dimpMinpP q,MaxpP qq ě 3. By
Lemma 1.5 we may assume that P is connected.

No two minimal elements of P are adjacent in G, so there must exists a
non-minimal element on the boundary of the outer face of G. Let P 1 be a
superposet of P obtained by adding a minimal element x0 covered only by
one non-minimal element of P on the boundary of the outer face of G, let
G1 denote the cover graph of P 1, and extend the drawing of G to a planar
drawing of G1 by adding x0 and the incident edge on the outer face.

Let P 2 P tP 1, pP 1qdu, Q Ď P 2 and C Ď G ´ Q be obtained by applying
Lemma 5.5 to P 1 and x0. We have

dimP pMinpP q,MinpP qq ď dimP 1pMinpP 1
q,MaxpP 1

qq

“ dimP 2pMinpP 2
q,MaxpP 2

qq

ď 2 ¨ dimQpMinpQq,MaxpQqq,
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and the height ofQ is at most h. The ground set ofQ is disjoint from V pCq,
so in particular, x0 R Q, so the cover graph H of Q is a subgraph of G. It
remains to argue that every b P MaxpQq is comparable with an element on
the boundary of the outer face of H .

Since MaxpQq Ď UP 2pV pCqq, for every b P MaxpQq there exists a wit-
nessing path W from an element x P V pCq to b in P 2. C is a connected
subgraph of G1 which contains the vertex x0 belonging the the outer face
of H , so the path W has to intersect the boundary of the outer face of H .
This proves that every b P MaxpQq is comparable in Q with an element on
the boundary of the outer face of H .

5.2 The roadmap
In this section we formulate three lemmas and show how they imply The-
orems 5.1 and 5.2. Lemma 5.10 is a result by Kozik, Micek and Trotter [20],
and the proofs of Lemmas 5.9 and 5.11 are presented in the Sections 5.3
and 5.4, respectively.

Let P be a poset with a planar drawing of its cover graph, and let I Ď

IncpP q. If x0 and y0 are two vertices on the boundary of the outer face such
that x0 ă y0 in P and for each pa, bq P I we have a ď y0 and b ě x0 in P ,
we say that I is doubly exposed by px0, y0q in the drawing. The pair px0, y0q is
called a min-max pair if x0 P MinpP q and y0 P MaxpP q. Note that if px0, y0q
is a min-max pair, then P ´ tx0, y0u is a convex subposet of P , and thus,
the cover graph of P ´ tx0, y0u is a subgraph of the cover graph of P . The
following is the first lemma used in the proof of the main theorem.

Lemma 5.9. For every poset P with a k-outerplanar cover graph, there exist a
posetR, a drawing of the cover graph ofR and a subset I Ď IncpRq doubly exposed
by a min-max pair px0, y0q such that the inherited drawing of the cover graph of
R ´ tx0, y0u is k-outerplanar, and

dimpP q ď 4k ¨ dimRpIq.

A standard example of size n is a poset consisting of nminimal elements
a1, . . . , an and nmaximal elements b1, . . . , bn such that ai ă bj if and only if
i ‰ j. For n ě 3, a standard example of size n is a smallest and canonical
poset of dimension n. Given a poset P , a subset I Ď IncpP q such that for
any distinct pa1, b1q, pa2, b2q P I in we have a1 ă b2 and a2 ă b1 in P is also
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called a standard example. For any subset I Ă IncpP q, we denote by ρP pIq

the size of a largest standard example contained in I . The second lemma
is a result by Kozik, Micek and Trotter [20].

Lemma 5.10 ([20]). Let P be a poset with a planar drawing of its cover graph,
and let I Ď IncpP q be a doubly exposed set in the drawing. Then

dimP pIq ď ρP pIq
2.

We note that very recently, Micek, Smith Blake and Trotter [23] an-
nounced that they improved the bound in Lemma 5.10 from quadratic to
linear. This improvement, together with our proof gives an Opk2q bound
for the dimension of posets with k-outerplanar cover graphs.

The third lemma is as follows.

Lemma 5.11. Let P be a poset with a planar drawing of its cover graph, let I Ď

IncpP q be a set doubly exposed by a min-max pair px0, y0q such that the inherited
drawing of the cover graph of P ´ tx0, y0u is k-outerplanar. Then

ρP pIq ă 440pk ` 1q.

The multiplicative factor 440 in Lemma 5.11 is quite large and subop-
timal, but we did not try to optimize it as the proof is already long and
technical.

In the proof of Lemma 5.11, we show that if in a poset with a planar
drawing of its cover graph there is a doubly exposed standard example of
size 440pk ` 1q, then it contains a subposet isomorphic to Kelly4k`5, where
Kellyn denotes the Kelly poset defined as follows. The ground set of Kellyn
is the family

ta1, . . . ,anu Y tb1, . . . , bnu Y tc2, . . . , cn´2u Y td2, . . . ,dn´2u

of subsets of t1, . . . , nu, where ai “ tiu, bi “ t1, . . . , nuztiu, ci “ t1, . . . , iu,
di “ ti ` 1, . . . , nu, and we have x ď y in Kellyn when x Ď y (See Fig-
ure 5.2). Kelly posets were discovered by Kelly [19] as a construction of
planar posets with unbounded dimension (since Kellyn contains a stan-
dard example of size n, its dimension is at least n). We show that the oc-
currence of a subposet isomorphic toKelly4k`5 prevents the drawing of the
cover graph from being k-outerplanar.

66



b3
b2

b4

b1

a1

a2

a3

a4

a6

b6

b5

a5

c2
c3

c4

d4
d3

d2

Figure 5.2: The poset Kelly6.

Proof of Theorem 5.1. Let P be a poset with a k-outerplanar cover graph. By
Lemma 5.9 there exist a poset R with a planar drawing of its cover graph
and a subset I Ď IncpP qwhich is doubly exposed by amin-max pair px0, y0q
such that dimpP q ď 4k ¨ dimRpIq and the inherited drawing of the cover
graph of R ´ tx0, y0u is k-outerplanar. Hence, by Lemmas 5.10 and 5.11,

dimpP q ď 4k ¨ dimRpIq ď 4k ¨ ρRpIq
2

ă 4k ¨ p440pk ` 1qq
2.

Proof of Theorem 5.2. Let P be a height-h poset with a planar cover graph.
Adding degree-1 vertices to a graph preserves its planarity, so by Lemma
5.3 there exists a height-h poset P 1 with a planar cover graph G such that
dimpP q ď dimP 1pMinpP 1q,MaxpP 1qq. Apply Lemma 5.8 to such P 1 to obtain
a poset Q of height at most h with a planar drawing of its cover graph H
such that every b P MaxpQq is comparablewith an element on the boundary
of the outer face and

dimpP q ď dimP 1pMinpP 1
q,MaxpP 1

qq

ď 2 ¨ dimQpMinpQq,MaxpQqq ď 2 ¨ dimpQq.

We claim that the drawing ofH is p2h´1q-outerplanar. For every x P Q
there exist b P MaxpQq and an element y from the boundary of the outer
face such that x ď b and y ď b in Q. Since the height of Q is at most h,
the union of witnessing paths from x to b and from y to b contains an x–y
path on at most 2h´1 vertices. Hence, after removing the vertices from the
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boundary of the outer face in H at most 2h ´ 1 times, x will be removed.
This proves that H is p2h ´ 1q-outerplanar.

We just showed that for every height-h poset P with a planar cover
graph there exists a poset Q with a p2h ´ 1q-outerplanar cover graph such
that dimpP q ď 2 ¨ dimpQq. Hence, if fpkq P Opk3q is a function satisfying
Theorem5.1, then the function gphq :“ 2¨fp2h´1q satisfies Theorem5.2.

5.3 Reduction to doubly exposed posets
In this section we prove Lemma 5.9.

Let P be a poset with a k-outerplanar cover graph. If dimpP q ď 4k, then
the lemma is satisfied by any poset R with a k-outerplanar cover graph
and any set I which is doubly exposed by a min-max pair (even I “ H).
Therefore we may assume that dimpP q ą 4k. Adding degree-1 vertices
preserves k-outerplanarity, so by Lemma 5.3 there exists a poset P 1 with a
k-outerplanar cover graph such that

4k ă dimpP q ď dimP 1pMinpP 1
q,MaxpP 1

qq.

Let G be the cover graph of P 1 and let us fix a k-outerplanar drawing
of G. When a planar drawing of a graph G1 is clear from the context (for
instance, when G1 Ď G), we denote by BG1 the set of vertices of G1 which
lie on the boundary of the outer face in the drawing of G1.

By Lemma 5.8, there exists a poset Q such that the cover graph H of Q
is a subgraph of G, every b P MaxpQq is comparable in Q with an element
in BH and

dimP 1pMinpP 1
q,MaxpP 1

qq ď 2 ¨ dimQpMinpQq,MaxpQqq.

Fix such Q and H .
LetH1 “ H , and define recursivelyHi “ Hi´1 ´ BHi´1 for i P t2, . . . , ku.

Since the drawing of G is k-outerplanar, the inherited drawing of H is k-
outerplanar as well, so the sets BH1, . . . , BHk partition the set V pHq. Define
a function α : MinpQq Ñ t1, . . . , ku such that for each a P MinpQq, αpaq is
the smallest index i such that a is comparable with an element from BHi

in Q. For each i P t1, . . . , ku, let Ai “ α´1piq, let Q1
i “ QrUQpAiqs, and let

H 1
i denote its cover graph HrUQpAiqs of Q1

i. Observe that H 1
i Ď Hi. Every

a P MinpQ1
iq is comparable with an element of BH 1

i: since MinpQ1
iq “ Ai,
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there exists x P BHi comparable with a, and sinceH 1
i Ď Hi, such an element

x belongs to BH 1
i.

Let Q1 denote one of the posets Q1
1, . . . , Q1

k which has the largest min-
max dimension. Let H 1 denote the cover graph of Q1. We have

dimQpMinpQq,MaxpQqq ď

k
ÿ

i“1

dimQpAi,MaxpQqq

“

k
ÿ

i“1

dimQpAi,UQpAiq X MaxpQqq by Lemma 5.7

“

k
ÿ

i“1

dimQ1
i
pMinpQ1

iq,MaxpQ1
iqq

ď k ¨ dimQ1pMinpQ1
q,MaxpQ1

qq,

and every minimal element ofQ1 is comparable with an element from BH 1.
Furthermore, since Q1 is a convex subposet of Q, also every maximal ele-
ment of Q1 is comparable with an element from BH 1.

We already know that

4k ă dimpP q ď dimP 1pMinpP 1
q,MaxpP 1

qq

ď 2 ¨ dimQpMinpQq,MaxpQqq

ď 2k ¨ dimQ1pMinpQ1
q,MaxpQ1

qq,

so dimQ1pMinpQ1q,MaxpQ1qq ą 2. By Lemma 1.5, Q1 has a component Q2 of
the same min-max dimension as Q1. Fix such a component Q2, so that

2 ă dimQ1pMinpQ1
q,MaxpQ1

qq “ dimQ2pMinpQ2
q,MaxpQ2

qq.

and let H2 denote the cover graph of Q2.
It remains to construct a poset R with a subset I Ď IncpRq doubly ex-

posed by a min-max pair px0, y0q such that dimQ2pMinpQ2q,MaxpQ2qq ď

2 ¨ dimRpIq and the cover graph of R ´ tx0, y0u is k-outerplanar. To achieve
this we need to unfold the poset.

Since dimQ2pMinpQ2q,MaxpQ2qq ą 2, Q2 is not a 1-element poset, so H2

must contain two adjacent vertices on the boundary of the outer face. At
most one of those vertices can be a minimal element ofQ2, so BH2 contains
a non-minimal element of Q2. Let Q2

` be a superposet of Q2 obtained by
adding aminimal element x0 covered by a non-minimal element ofQ2 from
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BH2, and let H2
` denote the cover graph of Q2

`. Extend the drawing of H2

to a planar drawing of H2
` with x0 on the boundary of the outer face. Let

Q3
` P tQ2

`, pQ2
`qdu, R0 Ď Q3

` and C Ď H2
` ´ R0 be obtained by applying

Lemma 5.6 to Q2
` and x0, so that

2 ă dimQ2pMinpQ2
q,MaxpQ2

qq ď dimQ2
`

pMinpQ2
`q,MaxpQ2

`qq

ď 2 ¨ dimR0pMinpR0q,MaxpR0qq.

In particular, dimR0pMinpR0q,MaxpR0qq ą 1, so R0 is not empty. Let J0
denote the cover graph of R0, and note that J0 is a subgraph of H2 and
hence the induced drawing of J0 is k-outerplanar. We shall construct the
posetR as a superposet ofR0 obtained by adding aminimal element x0 and
a maximal element y0 so that IncR0pMinpR0q,MaxpR0qq is doubly exposed
by px0, y0q.

The graph C is a component of H2
` ´ R0, so in H2

`, the vertices of C
are adjacent only to each other and to elements of R0. Since DQ3

`
pV pCqq X

MinpR0q “ H, no element of R0 is covered by an element of V pCq inQ3
`. In

particular, V pCq is convex in Q3
`.

We distinguish two subsets D1 and D2 of BJ0. Let D1 denote the set of
those vertices y P BJ0 which cover some element of V pCq in Q3

`, and let
D2 “ BpH2

`rV pCq Y V pJ0qsqzV pCq. Obtain the poset R from R0 by adding
a minimal element x0 covered by the elements in the set MinpR0rD1sq and
a maximal element y0 covering the elements in the set MaxpR0rD2sq, see
Figure 5.3. This way we have D1 Ď URpx0q. Since MaxpR0q Ď UQ3

`
pV pCqq,

we haveMaxpR0q Ď UQ3
`

pD1q, and thereforeMaxpR0q Ď URpx0q. Moreover,
for every a P MinpR0q, a witnessing path inQ3

` from a to an element of BH2

is disjoint from C, and thus intersects BpH2rV pCq Y V pJ0qsqq in an element
of D2. Since D2 Ď DRpy0q, this implies MinpR0q Ď DRpy0q. Finally, observe
that some element ofD2 is adjacent to a vertex of C inH2, soD1 XD2 ‰ H.
Since D1 Ď URpx0q and D2 Ď DRpy0q, this implies that x0 ă y0 in R.

It remains to show that there exists a planar drawing of the cover graph
of R with x0 and y0 on the boundary of the outer face. The cover graph of
R ´ ty0u is a minor of H2

` obtained by contracting all edges in V pCq to x0

and deleting some vertices and edges. SinceC contains the vertex x0 which
lies in BH2

`, the drawing of J0 can be extended to a planar drawing of the
cover graph of R ´ ty0u with x0 in the same point as in the drawing ofH2

`,
such that x0 and all elements of D2 are still on the boundary of the outer
face. Since y0 is adjacent in the cover graph ofR only to elements inD2, we
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C x0
y0

Figure 5.3: Obtaining R from Q3
`. The gray part represents R0, the blue

vertices are the elements of MaxpR0q, the red vertices are the elements of
MinpR0q, and an arrow from x to y represents a witnessing path from x to
y.

can extend the drawing of the cover graph of R ´ ty0u as described above
to a planar drawing of Rwith x0 and y0 on the boundary of the outer face.

5.4 From a standard example to a Kelly subposet
In this section we prove Lemma 5.11. The setting of this lemma is the same
as the one considered in [20], and we use some terminology and notation
from there. However, our terminology and notation are not completely
consistent with the final version of [20] as our proof is based on an early
version of that manuscript.

Throughout this section we assume that P is a poset with a fixed planar
drawing of its cover graph G, and x0 P MinpP q and y0 P MaxpP q are two
elements of P with x0 ă y0 in P which lie on the boundary of the outer
face in the drawing ofG. LetA “ DP py0q andB “ UP px0q, so that every set
doubly exposed by px0, y0q is a subset of IncP pA,Bq. Thus, we need to show
that if IncP pA,Bq contains a standard example of size 440pk ` 1q then the
inherited drawing of the cover graph of P ´ tx0, y0u is not k-outerplanar.

If H is a nonempty subgraph of a witnessing path in P , we denote by
minpHq the only minimal element of P rV pHqs, and by maxpHq the only
maximal element of P rV pHqs.

Whenever x ď y in P , there exists at least one witnessing path from x to
y in P . We find it convenient to fix a “canonical” witnessing path W px, yq

from x and y. We require these paths to have the property that the inter-
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section W px1, y1q X W px2, y2q of any two of them is either empty or a path
of the formW px, yq. One way to construct such paths is as follows. For any
x, y P P with x ď y in P , let W px, yq be the witnessing path z0 ¨ ¨ ¨ zp with
z0 “ x and zp “ y for which the sequence pz0, . . . , zpq is earliest in the lexico-
graphical order with respect to any fixed linear order on the ground set of
P . This way for any i, j P t0, . . . , pu with i ď j, the zi–zj subpath ofW px, yq

is W pzi, zjq. Hence, if the intersection W px1, y1q X W px2, y2q is nonempty,
thenW px1, y1qXW px2, y2q “ W px, yq where x “ minpW px1, y1qXW px2, y2qq

and y “ maxpW px1, y1q X W px2, y2qq.
By our choice of the witnessing paths W px, yq, for any a1, a2 P A, the

intersectionW pa1, y0qXW pa2, y0q is a path with an end in y0. Hence we can
define a rooted tree

S “
ď

aPA

W pa, y0q

with y0 as the root. Similarly we define a rooted tree

T “
ď

bPB

W px0, bq

with x0 as the root. Observe that for any vertices x and y, if x is a descendant
of y in S or an ancestor of y in T , then x ď y in P . We refer to S as the red
tree and to T as the blue tree.

In the drawing of G, add in the outer face an imaginary edge e´8 at-
tached to x0 and an imaginary edge e`8 attached to y0. We use the imagi-
nary edges to define partial orderings of the vertex sets of the trees S and
T . For U P tT, Su, we define a strict partial order ăU on V pUq as follows.
Let x and y be two vertices of U , let z be their lowest common ancestor and
let e be an edge between z and the parent of z in U (or the imaginary edge
incident with z if z is the root of U). We write x ăU y if z R tx, yu and the
edge e and the paths zUx and zUy leave the vertex in a clockwise manner
in our drawing. See Figure 5.4. Clearly, ăU is a strict partial order. Observe
that if x, y P V pUq are incomparable in P , then none of them is an ancestor
of the other in U , and therefore either x ăU y or y ăU x.

For a cycle C in G, the region bounded by C is the bounded face of C to-
gether with the points on the closed curve representing C. Clearly, every
connected subgraph of G which contains a vertex in the region bounded
by C and a vertex outside the region bounded by C has a nonempty inter-
section with C. For a subset X of elements of P we say that a vertex x is
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e+∞
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e−∞

b1

b2

x0

Figure 5.4: a1 ăS a2 and b1 ăT b2.

enclosed byX if there exists a cycle C in G such that V pCq Ď X and x lies in
the region bounded by C.

Lemma 5.12. Let tpa1, b1q, . . . , pam, bmqu Ď IncP pA,Bq be a standard example
and let i, j P t1, . . . ,mu be distinct. Then ai is not enclosed by UP pajq and bi is
not enclosed by DP pbjq.

Proof. Towards a contradiction, suppose that ai is enclosed by UP pajq. Let
C be a cycle inG such that V pCq Ď UP pajq and ai lies in the region bounded
by C. The graph H “ W px0, bjq Y W pai, bjq is a connected subgraph of G.
Since x0 lies on the boundary of the outer face of G, either x0 P V pCq or x0

lies outside the region bounded by C, Hence H intersects C in a vertex z.
Since V pCq Ď UP pajq we have aj ď z in P , and since V pHq Ď DP pbjq, we
have z ď bj in P . This implies aj ď z ď bj in P , which is a contradiction.
Hence ai is not enclosed by UP pajq. The proof that bi is not enclosed by
DP pbjq is dual.

We generalize the notation xUy for the x–y subpath of a tree U to mul-
tiple trees. If trees U1, . . . , Up are subgraphs of G and z0, . . . , zp are vertices
ofGwith tzi´1, ziu Ď V pUiq for each i P t1, . . . , pu, then by z0U1z1U2 . . . Upzp
we denote the union

Ťp
i“1 zi´1Uizi. We only use this notation to denote a

path or a cycle.

Lemma 5.13. Let tpa1, b1q, . . . , pam, bmqu Ď IncP pA,Bq be a standard example,
let i, j, k P t1, . . . ,mu, and letW be a witnessing path in P .

(1) If ai ăS aj ăS ak andW intersects both aiSy0 and akSy0, thenW intersects
ajSy0.
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(2) If bi ăT bj ăT bk and W intersects x0Tbi and x0Tbk, then W intersects
x0Tbj .

y0

ai
ak

aj

W

vivk

Figure 5.5: The vertex aj lies in the region bounded by the cycle viWvkSvi.

Proof. For the proof of (1), we may assume that W has its ends on aiSy0
and akSy0 and no inner vertex of W lies on any of these two paths. Let vi
and vk denote the ends of W on the paths aiSy0 and akSy0 respectively. If
W is disjoint from ajSy0, then none of the vertices vi and vk is an ancestor
of aj in S, so we have vi ăS aj ăS vk and aj lies in the region bounded
by the cycle C “ viWvkSvi. See Figure 5.5. However, if vi ă vk in P , then
V pCq Ď UP pviq Ď UP paiq, and if vk ă vi in P , then V pCq Ď UP pvkq Ď

UP pakq. By Lemma 5.12 none of these can hold, soW must intersect ajSy0.
This proves (1), and the proof of (2) is dual.

For every pair of elements a P A and b P B with a ď b in P we define
two vertices vpa, bq and upa, bq as follows. If the paths aSy0 and x0Tb in-
tersect, then let vpa, bq and upa, bq be one and the same arbitrary vertex on
aSy0 X x0Tb, and if the paths aSy0 and x0Tb are disjoint, then let vpa, bq “

maxpW pa, bq X aSy0q and upa, bq “ minpW pa, bq X x0Tbq. This way we have
a ď vpa, bq ď upa, bq ď b in P . The separating path Npa, bq associated with
the comparability a ď b is an x0–y0 path defined as Npa, bq “ x0TuWvSy0,
where u “ upa, bq, v “ vpa, bq and W “ W pa, bq. (See Figure 5.6.) The wit-
nessing paths x0Tupa, bq,W pvpa, bq, upa, bqq and vpa, bqSy0 are referred to as
the blue part, the black part and the red part of Npa, bq, respectively.

Every x0–y0 path inG splits the graph into two parts: “left” and “right”.
To formalize this, let N be an x0–y0 path in G and let z P V pGqzV pNq.
Choose a z–V pNq path M and let w denote the end of M lying on N . Let
wNe´8 denote the path obtained from wNx0 by adding the edge e´8 at-
tached to x0, and letwNe`8 denote the path obtained fromwNy0 by adding
the edge e`8 attached to y0. Since the drawing of G is planar and the ver-
tices x0 and y0 lie on the boundary of the outer face, either for every choice
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x0

y0
b1

b2

a2

a1
v(a1, b2)

u(a1, b2)

v(a2, b1) = u(a2, b1)

Figure 5.6: a2 ď b1 and a1 ď b2 in P . The x0–y0 pathsNpa2, b1q andNpa1, b2q
are bolded.

of M the paths wNe´8, wNe`8 and M leave the vertex w in a clockwise
manner, or for every choice of M the paths wNe´8, wNe`8 and M leave
the vertex w in a counter-clockwise manner. In the former case we say that
z is right of N and in the latter case, we say that z is left of N . For instance,
in Figure 5.6, the vertices a2 and b1 are left of Npa2, b1q, and the vertices a1
and b2 are right of Npa2, b1q.

The following is a simple but very useful consequence of the definition
of being left/right to an x0–y0 path.

Lemma 5.14. Let tpa1, b1q, . . . , pam, bmqu Ď IncP pA,Bq be a standard example
and let i, j P t1, . . . ,mu be distinct.

(1) For every v P A, if vSy0 is disjoint from the black and the blue part of
Npai, bjq, then vpai, bjq ăS v if and only if v is left of Npai, bjq.

(2) For every u P B, if x0Tu is disjoint from the red and the black part of
Npai, bjq, then u ăT upai, bjq if and only if u is left of Npai, bjq.

Proof. The items (1) and (2) are dual, so we only prove (1). Let w “

minpvSy0 XNpai, bjqq, so that vSw intersectsNpai, bjq only in w. Since vSy0
is disjoint from the black and the blue part ofNpai, bjq, the vertex w lies on
the red part of Npai, bjq and is distinct from vpai, bjq. Hence, the equiva-
lence of vpai, bjq ăS v and v being left of Npai, bjq is a tautology.
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e+∞
y0

e−∞
x0

aj

u(ai, bj)

v(ai, bj)

u(aj , bk)

Figure 5.7: The vertex aj is left of Npai, bjq and the vertex upaj, bkq is not.

Lemma 5.15. Let tpa1, b1q, . . . , pam, bmqu Ď IncP pA,Bq be a standard example,
and let i, j, k P t1, . . . ,mu be such that ai ăS aj and bj ăT bk. Then vpai, bjq ď

upaj, bkq in P .

Proof. The vertex vpai, bjq is not an ancestor of aj in S as that would imply
aj ď vpai, bjq ď bj in P . Since vpai, bjq is an ancestor of ai in S and ai ăS aj
in P , this implies vpai, bjq ăS aj . The path ajSy0 is disjoint from the black
and the blue part ofNpai, bjq as otherwisewewould have aj ď upai, bjq ď bj
in P . Hence, by Lemma 5.14, aj is left of Npai, bjq.

Since bj ăT bk, it is impossible for upaj, bkq ăT upai, bjq to hold. Hence,
if upaj, bkq is left of Npai, bjq, then by Lemma 5.14, the path x0Tupaj, bkq

intersects the blue or the black part of Npai, bjq, and therefore we have
vpai, bjq ď upaj, bkq in P , so the lemma is satisfied. Hence we assume that
upaj, bkq is not left of Npai, bjq (See Figure 5.7). As aj is left of Npai, bjq, the
witnessing pathW paj, upaj, bkqq intersectsNpai, bjq in a vertex z. The vertex
z does not lie on the black or the blue part of Npai, bjq as that would imply
aj ď z ď upai, bjq ď bj in P . Hence z lies on the red part of Npai, bjq, and
therefore we have vpai, bjq ď z ď upaj, bkq in P .

In a standard example tpa1, b1q, . . . , pam, bmqu Ď IncP pA,Bq, for distinct
i, j P t1, . . . ,mu, we have ai ∥ aj and bi ∥ bj in P , and therefore we have
either ai ăS aj or aj ăS ai, and we have either bi ăT bj or bj ăT bi.

Lemma 5.16. Let tpa1, b1q, . . . , pam, bmqu Ď IncP pA,Bq be a standard example
and let i, j P t1, . . . ,mu be distinct. Then ai ăS aj if and only if bi ăT bj .

Proof. Suppose to the contrary that there exist i, j P t1, . . . ,mu such that
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ai ăS aj and bj ăT bi. By Lemma 5.15 we have ai ď vpai, bjq ď upaj, biq ď bi
in P , which is a contradiction.

For two pairs pa, bq, pa1, b1q P IncP pA,Bq, let us write pa, bq ă pa1, b1q if
a ăS a and b ăT b1. Lemma 5.16 implies that the pairs of every standard
example in IncP pA,Bq are linearly ordered by ă.

5.4.1 Finding a tree-disjoint standard example
For a standard example I in IncP pA,Bq we define trees

SpIq “
ď

pa,bqPI

aSy0 and T pIq “
ď

pa,bqPI

x0Tb.

We say that I is tree-disjoint if the trees SpIq and T pIq are disjoint. In this
section we prove the following.

Lemma 5.17. Let m ě 1. If IncP pA,Bq contains a standard example of size m,
then IncP pA,Bq contains a tree-disjoint standard example of size rm{11s.

Given two pairs pa, bq, pa1, b1q P IncP pA,Bq belonging to one standard
example, we write pa, bq Ñ pa1, b1q when the paths aSy0 and x0Tb

1 have a
nonempty intersection. Note that the relation Ñ is independent of the or-
der ă, and for a pair with pa, bq Ñ pa1, b1q we can have either pa, bq ă pa1, b1q

or pa1, b1q ă pa, bq. If tpa1, b1q, . . . , pap, bpqu Ď IncP pA,Bq is a standard ex-
ample with pai, biq Ñ pai`1, bi`1q for each i P t1, . . . , p ´ 1u, then we call
the sequence pa1, b1q Ñ ¨ ¨ ¨ Ñ pap, bpq a directed path. A directed path
pa1, b1q Ñ ¨ ¨ ¨ Ñ pap, bpq is increasing if pa1, b1q ă ¨ ¨ ¨ ă pap, bpq, and de-
creasing if pap, bpq ă ¨ ¨ ¨ ă pa1, b1q. Figure 5.8 shows an increasing directed
path consisting of 6 pairs.

Lemma 5.18. Every increasing or decreasing directed path in IncP pA,Bq consists
of at most 6 pairs.

Proof. Because of symmetry, it suffices to show that every increasing path
has at most 6 pairs. Suppose to the contrary that there exists a directed
path pa1, b1q Ñ ¨ ¨ ¨ Ñ pa7, b7q with pa1, b1q ă ¨ ¨ ¨ ă pa7, b7q. For every
i P t1, . . . , 6u, the paths aiSy0 and x0Tbi`1 intersect, so the black part of
Npai, bi`1q consists of one vertex which we denote by ci. By Lemma 5.15,
for each i P t1, . . . , 5u we have ci “ vpai, bi`1q ď upai`1, bi`2q “ ci`1 in P , so

x0 ď c1 ď ¨ ¨ ¨ ď c6 ď y0
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b1

b2
b3

b4

b5

b6

a1

a2

a3

a4
a5

a6

y0

x0

Figure 5.8: An increasing path pa1, b1q Ñ ¨ ¨ ¨ Ñ pa6, b6q. The paths
W pai`1, biq are drawn in black. The union of these paths and the red and
blue trees contains a witnessing path from ai to bj for each pair of distinct
i and j.

holds in P . LetW0 “ x0Tc1W pc1, c2qc2 ¨ ¨ ¨ c5W pc5, c6qc6Sy0.
For each i P t1, . . . , 7u, let si “ minpaiSy0XW0q, and let ti “ maxpx0TbiX

W0q. Thus, si is the only vertex of aiSsi which lies onW0, and ti is the only
vertex of tiTbi which lies onW0. Since each ci lies on both x0Tbi`1 and aiSy0,
we have si ď ci ď ti`1 in P for each i P t1, . . . , 6u. Moreover, we have ti ă si
in P for each i P t1, . . . , 7u as otherwise we would have ai ď si ď ti ď bi in
P . Hence we have

x0 ď t1 ă s1 ď t2 ă s2 ď ¨ ¨ ¨ ď t7 ă s7 ď y0 in P.

Claim 5.18.1. For any i, j P t1, . . . , 7u with i ą j, the witnessing pathW pai, bjq
is disjoint from W0.

Proof. Suppose to the contrary that W pai, bjq intersects W0 in a vertex w.
Since j ă i, the vertices sj and ti ofW0 satisfy x0 ď sj ď ti ď y0 in P , so we
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have w ď ti or sj ď w in P . In the former case we have ai ď w ď ti ď bi in
P , and in the latter we have aj ď sj ď w ď bj in P . As both cases lead to a
contradiction, the claim follows. ♢

Claim 5.18.2. The vertices a2, . . . , a7 and b1, . . . , b6 are left ofW0.

Proof. Let us first show that b1 is left ofW0. In the tree T , c1 is an ancestor of
b2, and the vertex t1 is an ancestor of c1 since x0W0c1 = x0Tc1. Since t1 ă c1
in P and b1 ăT b2, this means that b1 ăT c1, and therefore b1 is left of W0.

By Claim 5.18.1, for each i P t2, . . . , 7u, the witnessing path W pai, b1q
is disjoint from W0. Since b1 is left of W0, this implies that the vertices a2,
. . . , a7 are left of W0. Again by Claim 5.18.1, for each j P t1, . . . , 6u the
witnessing path W pa7, bjq is disjoint from W0. Since a7 is left of W0, this
implies that the vertices b1, . . . , b6 are left of W0. ♢

Claim 5.18.3. The paths a1Ss1, . . . , a7Ss7 are pairwise disjoint, and the paths
t1Tb1, . . . , t7Tb7 are pairwise disjoint.

Proof. For any i P t1, . . . , 7u and v P V paiSsiq, we have minpvSy0 X W0q “

si. Since the vertices s1, . . . , s7 are pairwise distinct, this implies that the
paths a1Ss1, . . . , a7Ss7 are pairwise disjoint. The paths t1Tb1, . . . , t7Tb7 are
pairwise disjoint by a dual argument. ♢

Claim 5.18.4. For any i, j P t2, . . . , 6u with j ‰ i` 1, the paths aiSsi and tjTbj
are disjoint.

Proof. The witnessing path aiSy0 intersects x0Tbi`1 and is disjoint from
x0Tbi since ai ∥ bi in P . Hence, by Lemma 5.13, the path aiSy0 is disjoint
from the paths x0Tb1, . . . , x0Tbi, and therefore aiSsi is disjoint from tjTbj
if j ď i. Now suppose that j ě i ` 2. We have si ă tj in P , so for any
v P V paiSsiq and u P V ptjTbjq we have v ă u in P . Therefore the paths
aiSsi and tjTbj are disjoint. ♢

By Claims 5.18.2 and 5.18.1, for any i, j P t1, . . . , 7u with i ą j, all
vertices of W pai, bjq are left of W0. In particular, all vertices of the paths
aiSvpai, bjq and upai, bjqTbj are left of W0. Therefore, the vertices si and tj
lie on Npai, bjq and all inner vertices of the path tjNpai, bjqsi are left ofW0.
Claim 5.18.5. Either the black part ofNpa4, b2q intersects a6Ss6 or the black part
of Npa6, b4q intersects t2Tt6. (See Figure 5.9.)
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Figure 5.9: Two possible outcomes of Claim 5.18.5

Proof. Since t2 ă t4 ă s4 ă s6 in P , the paths t2Npa4, b2qs4 and t4Npa6, b4qs6
must intersect in a vertex z. By Claims 5.18.3 and 5.18.4, the paths t2Tb2,
t4Tb4, a4Ss4 and a6Ss6 are pairwise disjoint. Hence, z must lie on the black
part of Npa4, b2q or Npa6, b4q. If z lies on the black part of Npa4, b2q, then z
must lie on the red part of Npa6, b4q as otherwise we would have a4 ď z ď

upa6, b4q ď b4 in P . If z lies on the black part ofNpa6, b4q, then z must lie on
the blue part of Npa4, b2q as otherwise we would have a4 ď vpa4, b2q ď z ď

b4 in P . ♢

The two alternatives in the statement of Claim 5.18.5 are dual, so with-
out loss of generality we assume that the black part of Npa4, b2q intersects
a6Ss6. Let W “ W pa4, b2q, let v “ vpa4, b2q and let v1 denote any vertex of
the intersection of a6Ss6 with the black part of Npa4, b2q. We claim that
the witnessing paths vWv1Ss6 and vSs4W0s6 are internally disjoint. By
Claim 5.18.1 the paths vWv1 and s4W0s6 are disjoint, and by Claim 5.18.3,
the paths v1Ss6 and vSs4 are disjoint. Since v “ vpa4, b2q, the paths vWv1

and vSs4 are internally disjoint, and by definition of s6 the paths v1Ss6 and
s4W0s6 are internally disjoint. Hence the witnessing paths vWv1Ss6 and
vSs4W0s6 are internally disjoint and their union is a cycle which we denote
by C.

We have V pCq Ď DP ps6q Ď DP pt7q Ď DP pb7q, so by Lemma 5.12, b6 does
not lie in the region bounded byC. The intersection ofC withW0 is s4W0s6
and t6 is an inner vertex of s4W0s6. Hence the path t6Tb6 has to intersect
the cycle C in a vertex z distinct from t6. Since t6 is the only vertex of t6Tb6
onW0, the vertex z does not lie onW0, and by Claim 5.18.4, z does not lie on
vSs4 or v1Ss6. Thus, z lies on vWv1, which implies that W is a witnessing
path intersecting both x0Tb2 and x0Tb6. (See Figure 5.10.) By Lemma 5.13,
W intersects x0Tb4. Since W “ W pa4, b2q, this implies a4 ď b4 in P , which
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Figure 5.10: Illustration of Lemma 5.18. The gray area is the region boun-
ded by C.

is a contradiction. Hence there is no increasing directed path onmore than
6 pairs.

Proof of Lemma 5.17. Let I Ď IncP pA,Bq be a standard example of size m.
For each pa, bq P I , let ppa, bq P t1, . . . , 6u denote the maximum number of
pairs in an increasing directed pathwhich startswith pa, bq and has all pairs
from the set I , and let qpa, bq P t1, . . . , 6u denote the maximum number of
pairs in a decreasing directed path with starts with pa, bq and has all pairs
from the set I .

We claim that for every pa, bq P I we have ppa, bq “ 1 or qpa, bq “ 1.
Suppose to the contrary that ppa, bq ě 2 and qpa, bq ě 2. Therefore there
exist pairs pa1, b1q, pa2, b2q P I with pa, bq Ñ pa1, b1q and pa, bq Ñ pa2, b2q such
that pa1, b1q ă pa, bq ă pa2, b2q, and thus b1 ăT b ăT b2. The witnessing
path aSy0 intersects x0Tb

1 and x0Tb
2, so by Lemma 5.13 it intersects x0Tb.

This implies a ď b in P , which is a contradiction, so indeed ppa, bq “ 1 or
qpa, bq “ 1.

There are 11 different pairs pp, qq with p, q P t1, . . . , 6u such that p “ 1
or q “ 1. Hence, by the pigeonhole principle, there exist a pair pp, qq and a
subset I 1 Ď I with |I 1| “ rm{11s such that ppa, bq “ p and qpa, bq “ q for each
pa, bq P I 1. We claim that the standard example I 1 is tree-disjoint. Suppose
to the contrary that the trees SpI 1q and T pI 1q intersect. Hence there exist
pairs pa, bq, pa1, b1q P I 1 such that aSy0 intersects x0Tb

1, that is pa, bq Ñ pa1, b1q.
The pairs pa, bq and pa1, b1q must be distinct, so either pa, bq ă pa1, b1q or
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pa1, b1q ă pa, bq. If pa, bq ă pa1, b1q, then any increasing directed path starting
with pa1, b1q can be extended by prepending pa, bq, so ppa, bq ą ppa1, b1q, and
if pa1, b1q ă pa, bq, then any decreasing directed path starting with pa1, b1q

can be extended by prepending pa, bq, so qpa, bq ą qpa1, b1q. Hence, either
ppa, bq ‰ ppa1, b1q, or qpa, bq ‰ qpa1, b1q, which is a contradiction. This com-
pletes the proof.

5.4.2 Finding a path-separated standard example
For m ě 1, we say that a standard example tpa1, b1q, . . . , pam`2, bm`2qu in
IncP pA,Bq with pa1, b1q ă ¨ ¨ ¨ ă pam`2, bm`2q is path-separated if it is tree-
disjoint and either

(1) there exist a˚ P tam`1, am`2u and b˚ P tbm`1, bm`2u with a˚ ď b˚ in
P such that a1, . . . , am are right of Npa˚, b˚q, and b1, . . . , bm are left of
Npa˚, b˚q, or

(2) there exist a˚ P ta1, a2u and b˚ P tb1, b2u with a˚ ď b˚ in P such that a3,
. . . , am`2 are left of Npa˚, b˚q, and b3, . . . , bm`2 are right of Npa˚, b˚q.

In this subsection we prove the following.

Lemma 5.19. Letm ě 1. If IncP pA,Bq contains a tree-disjoint standard example
of size 2m ` 1, then it contains a path-separated standard example of sizem ` 2.

We prove it with a sequence of lemmas. Let us first observe that in
the case of tree-disjoint standard examples, the statement of Lemma 5.14
simplifies a bit.

Lemma 5.20. Let I “ tpa1, b1q, . . . , pam, bmqu Ď IncP pA,Bq be a tree-disjoint
standard example and let i, j P t1, . . . ,mu be distinct.

(1) For every v P V pSpIqq, if vSy0 is disjoint from the black part of Npai, bjq,
then vpai, bjq ăS v if and only if v is left of Npai, bjq.

(2) For every u P V pT pIqq, if x0Tu is disjoint from the black part of Npai, bjq,
then u ăT upai, bjq if and only if u is left of Npai, bjq.

Proof. Since the standard example is tree-disjoint, for any v P V pSpIqq,
the path vSy0 does not intersect the blue part of Npai, bjq, and for any
u P V pT pIqq, the path x0Tu does not intersect the red part of Npai, bjq, so
the lemma is an immediate consequence of Lemma 5.14.
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Lemma 5.21. Let tpa1, b1q, . . . , pam, bmqu be a standard example in IncP pA,Bq

with
pa1, b1q ă ¨ ¨ ¨ ă pam, bmq.

and let i, j P t1, . . . ,mu satisfy i ă j. Then the vertices aj , . . . , am and b1, . . . , bi
are left of Npai, bjq.

Proof. Let k P tj, . . . ,mu. The pathW pai, bjq intersects aiSy0 and is disjoint
from ajSy0 since aj ∥ bj in P . We have i ă j ď k, so by Lemma 5.13 the
path akSy0 is disjoint from W pai, bjq. Since aj ∥ bj in P , the vertex vpai, bjq
is not an ancestor of aj . As ai ăS aj , this implies vpai, bjq ăS aj , and thus
vpai, bjq ăS ak. By Lemma 5.20, ak is left ofNpai, bjq. Dual arguments show
that the vertices b1, . . . , bi are left of Npai, bjq.

Observe that if tpa1, b1q, . . . , pam, bmqu is a tree-disjoint standard exam-
ple in IncP pA,Bq and i, j P t1, . . . ,mu are distinct, then Npai, bjq does not
contain any ak with k ‰ i: since the standard example is tree-disjoint, ak
does not lie on the blue part, and if ak lied on the red or the black part of
Npai, bjq, we would have ai ď ak in P , which is impossible. Hence, every
ak with k ‰ i is either left or right of Npai, bjq. By a symmetric argument,
every bk with k ‰ j is either left of or right of Npai, bjq.

Lemma 5.22. Let tpa1, b1q, . . . , pam, bmqu be a tree-disjoint standard example in
IncP pA,Bq, and let i, j, k P t1, . . . ,mu be such that pai, biq ă paj, bjq ă pak, bkq.
Then ai is right of Npaj, bkq or bk is right of Npai, bjq.

Proof. Suppose that ai is left of Npaj, bkq, and let us show that bk is right of
Npai, bjq. We have ai ăS aj and vpaj, bkq is an ancestor of aj in S, so we do
not have vpaj, bkq ăS ai. By Lemma 5.20, the path aiSy0 must intersect the
black part ofNpaj, bkq. By our choice of the canonical witnessing paths, the
intersection aiSy0 X W pvpaj, bkq, upaj, bkqq is a witnessing path of the form
W pw1, w2q (with a possibility that vpaj, bkq “ w1 “ w2). Observe that all
vertices of aiSw1 except w1 are left of Npaj, bkq, and all vertices of w2Sy0
except w2 either lie on the red part of Npaj, bkq or are right of Npaj, bkq.
Since the standard example is separated, we have w2 ă upaj, bkq in P , and
we have vpai, bjq ă w1 in P as otherwise we would have aj ď vpaj, bkq ď

w1 ď vpai, bjq ď bj in P . See Figure 5.11.
Observe that the path W pw2, bkq intersects Npai, bjq only in w2; indeed,

by our choice of w2,W pw2, bkq intersects the red part ofNpai, bjq only in w2,
and ifW pw2, bkq intersected the black or the blue part ofNpai, bjq, wewould

83



x0

y0

w1

w2 bk

ai

v(aj , bk)

v(ai, bj)

u(ai, bj)

u(aj , bk)

Figure 5.11: If ai is left of Npaj, bkq, then bk must be right of Npai, bjq.

have aj ď w2 ď upai, bjq ď bj in P . The paths w2Npai, bjqx0, w2Npai, bjqy0
and W pw2, bkq leave the vertex w2 in a clockwise manner, so bk is right of
Npai, bjq.

Lemma 5.23. Let tpa1, b1q, . . . , pam, bmqu be a tree-disjoint standard example in
IncP pA,Bq with

pa1, b1q ă ¨ ¨ ¨ ă pam, bmq,

and let i, j, k P t1, . . . ,mu satisfy i ă j ă k.

(1) If ai is right of Npaj, bkq, then all a1, . . . , ai are right of Npaj, bkq.

(2) If bk is right of Npai, bjq, then all bj , . . . , bm are right of Npai, bjq.

Proof. Because of symmetry, we only prove (1). Let N “ Npaj, bkq, and
suppose towards a contradiction that for some ℓ P t1, . . . , i´1u, the vertex aℓ
is left ofN . Since aℓ ăS aj , we do not have vpai, bjq ăS aℓ, so by Lemma 5.20,
the path aℓSy0 intersects the black part of Npaj, bkq. Let z “ minpaℓSy0 X

W pvpaj, bkq, upaj, bkqqq, and consider the cycle C “ zSvpaj, bkqNz. We have
aℓ ăS ai ăS aj and ai is right of N , so the vertex ai clearly lies in the region
bounded by C. Since aj ď vpaj, bkq ď z in P , we have V pCq Ď UP pajq, so ak
is enclosed by UP pajq, contrary to Lemma 5.12. Hence aℓ is right of N .

Proof of Lemma 5.19. Let tpa1, b1q, . . . , pa2m`1, b2m`1qu be a tree-disjoint stan-
dard example in IncP pA,Bq, and assume without loss of generality that
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pa1, b1q ă . . . ă pa2m`1, b2m`1q. By Lemma 5.22, am is right ofNpam`1, bm`2q

or bm`2 is right of Npam, bm`1q.
Suppose that am is right of Npam`1, bm`2q. By Lemma 5.23, the vertices

a1, . . . , am´1 are also right of Npam`1, bm`2q. By Lemma 5.21, the vertices
b1, . . . , bm are left of Npam`1, bm`2q. Hence tpa1, b1q, . . . , pam`2, bm`2qu is a
path-separated standard example of size m ` 2 in IncP pA,Bq. By sym-
metric arguments, if bm`2 is right of Npam, bm`1q, then the vertices bm`2,
. . . , b2m`1 are right of Npam, bm`1q, and the vertices am`2, . . . , a2m`1 are
left of Npam, bm`1q, and therefore tpam, bmq, . . . , pa2m`1, b2m`1qu is a path-
separated standard example of sizem ` 2 in IncP pA,Bq.

5.4.3 Finding a Kelly subposet
We prove one more lemma before the proof of Lemma 5.4.

Lemma 5.24. Let tpa1, b1q, . . . , pam, bmqu be a tree-disjoint standard examplewith

pa1, b1q ă ¨ ¨ ¨ ă pam, bmq,

let i, j, k P t1, . . . ,m ´ 2u satisfy i ă j ă k and suppose that bm is right of the
paths Npai, bi`1q and Npak, bk`1q. Then bm is right of Npaj, bj`1q.

Proof. For each ℓ P ti, j, ku, let vℓ “ vpaℓ, bℓ`1q, uℓ`1 “ upaℓ, bℓ`1q, Wℓ,ℓ`1 “

W paℓ, bℓ`1q and Nℓ,ℓ`1 “ Npaℓ, bℓ`1q.
Suppose that the claim is not true, that is bm is right ofNi,i`1 andNk,k`1

and left of Nj,j`1.
Consider the union H “ Ni,i`1 Y Nj,j`1 Y Nk,k`1 and its drawing in-

herited from the drawing of G. Since bm is right of Ni,i`1 (and Nk,k`1) and
left of Nj,j`1, it is easy to see that bm does not lie on the outer face of H .
Hence, the boundary of the face of H containing bm is a cycle, which we
denote by C. Observe that no vertex in the region bounded by C is left
of Ni,i`1 or Nk,k`1, or right of Nj,j`1. We complete the proof by showing
that V pCq Ď DP pbk`1q and hence bm is enclosed by DP pbk`1q, contradicting
Lemma 5.12.

Let us redraw the cycleC as a circle so that the clockwise cyclic ordering
of the vertices is the same as in the drawing of G and the edges are repre-
sented as arcs of equal length. We orient the edges of C so that each edge
xy with x ă y in P is oriented from x to y. Now, it suffices to show that for
every vertex y without an outgoing edge we have y ď bk`1 in P .
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Assign to each edge of C one of the colors: red, black or blue, so that
every edge of a given color belongs to the part of the same color in at least
one of the paths Ni,i`1, Nj,j`1 and Nk,k`1. See Figure 5.12.

vi

vj
vk

vi+1

vj+1

vk+1

bm

Ni,i+1

Nj,j+1

Nk,k+1

y0

x0

Figure 5.12: A potential configuration in Lemma 5.24 and the correspond-
ing orientation of the edges on the circle.

We claim that every red edge ofC belongs to the red part ofNi,i`1. Sup-
pose that it is not the case. Hence, there exists a vertex v onC which lies on
the red part ofNj,j`1 orNk,k`1 but does not lie on the red part ofNi,i`1. The
witnessing path Wi,i`1 intersects aiSy0 and is disjoint from ai`1Sy0 since
ai`1 ∥ bi`1 in P . Hence, by Lemma 5.13, the path Wi,i`1 is disjoint from
the paths vjSy0 and vkSy0. In particular, v is not a descendant of vi in S, so
vi ăS v. Since v lies on C, it is not left ofNi,i`1, so, by Lemma 5.20, the path
vSy0 intersects the black part of Ni,i`1. Hence, the witnessing path Wi,i`1

intersects one of the paths ajSy0 or akSy0, which, as we already argued,
is not possible. Hence indeed every red edge in C belongs to the red part
of Ni,i`1. Since the region bounded by C is on the right side of Ni,i`1, this
implies that all red edges in C are oriented clockwise.

Let y P V pCq, let x1 and x2 be the neighbors of y in C, and suppose that
the edges x1y and x2y are oriented towards y. Since all red edges are ori-
ented clockwise, the edges x1y and x2y are not both red. Since the standard
example is tree-disjoint, it is impossible that one of the edges x1y and x2y
is blue and the other one is red. It is also impossible that both edges x1y
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and x2y are blue: a blue edge from xi to y means that xi is the parent of y
in T , and we have x1 ‰ x2. Hence at least one of the edges x1y and x2y is
black, so in particular, y lies on the black part of Ni,i`1, Nj,j`1 or Nk,k`1.

If y lies on the black part of Nk,k`1, then we have y ď uk`1 ď bk`1 in
P . Let us hence assume that y lies on the black part of Npaℓ, bℓ`1q for some
ℓ P ti, ju. Since y is a vertex of C, it is not left ofNk,k`1, and since i ă j ă k,
we have ℓ ` 1 ď k, so by Lemma 5.21, bℓ`1 is left of Nk,k`1. Hence, the
path yWℓ,ℓ`1bℓ`1 must intersect Nk,k`1 in a vertex z. The vertex z does not
belong to the red part of Nk,k`1 because thenWℓ,ℓ`1 would be a witnessing
path intersecting aℓSy0 and akSy0, so by Lemma 5.13, the pathWℓ,ℓ`1 would
intersect aℓ`1Sy0 and we would have aℓ`1 ď bℓ`1 in P . Hence z belongs to
the blue or the black part of Nk,k`1, which implies y ď z ď uk`1 ď bk`1

in P . Therefore V pCq Ď DP pbk`1q, so bm is enclosed by DP pbk`1q, which by
Lemma 5.12 is a contradiction. This concludes the proof.

Proof of Lemma 5.4. Suppose that IncP pA,Bq contains a standard example
of size 440pk ` 1q. We need to show that the inherited drawing of the cover
graph of P ´ tx0, y0u is not k-outerplanar. By Lemma 5.17, there exists
a tree-disjoint standard example of size 40pk ` 1q in IncP pA,Bq, and by
Lemma 5.19 there exists a path-separated standard example of size m ` 2
in IncP pA,Bq wherem “ 20k ` 19. Let us fix any such a standard example
I “ tpa1, b1q, . . . , pam`2, bm`2qu with

pa1, b1q ă . . . ă pam`2, bm`2q.

Let a˚ and b˚ be vertices witnessing that I is path-separated, let N˚ “

Npa˚, b˚q, v˚ “ vpa˚, b˚q and u˚ “ upa˚, b˚q. Because of symmetry, we may
assume without loss of generality that a˚ P tam`1, am`2u, b˚ P tbm`1, bm`2u,
the vertices a1, . . . , am are right of N˚ and the vertices b1, . . . , bm are left of
N˚.

For each i P t1, . . . ,m ´ 1u, ai is right of N˚ and bi`1 is left of N˚.
Hence the path W pai, bi`1q must intersect N˚. Observe that W pai, bi`1q

does not intersect the red part ofN˚ as otherwise, by Lemma 5.13, the path
W pai, bi`1q would intersect ai`1Sy0, implying ai`1 ď bi`1 in P . Hence the
path W pai, bi`1q must intersect the black part W pv˚, u˚q or the blue part
x0Tu

˚ of N˚, and v˚ is not right of Npai, bi`1q.
We claim that for each i P t2, . . . ,m ´ 2u, the pathW pai, bi`1q is disjoint

from u˚Tb˚. Suppose to the contrary that for some i P t2, . . . ,m ´ 2u the
path W pai, bi`1q intersects u˚Tb˚. This implies that u˚ ď bi`1 in P . Since
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y0

x0

a10 a9 a8 a7 a6 a5 a4

a2 a1
v∗ a3

b1 b2 b3 b4 b5 b6 b7 b8 b9 b10
u∗
b∗

Figure 5.13: In this example, the vertex b˚ is right of the paths Npa3, b4q,
Npa4, b5q and Npa5, b6q, so Ξ` “ t3, 4, 5u.

the pathW pai`1, bi`2q intersects the black or the blue part ofN˚, we obtain
ai`1 ď u˚ ď bi`1 in P , which is a contradiction. Hence the path u˚Tb˚ is
disjoint from W pai, bi`1q for each i P t2, . . . ,m ´ 2u. Since bi`1 ăT b˚, this
implies that if b˚ is left of Npai, bi`1q, then u˚ is left of Npai, bi`1q too, and if
b˚ is right of Npai, bi`1q, then u˚ is either right of Npai, bi`1q or on the blue
part of Npai, bi`1q. In particular, u˚ is left of Npai, bi`1q if and only if b˚ is
left of Npai, bi`1q.

Let Ξ` denote the set of all indices i P t2, . . . ,m´2u such that b˚ is right
of Npai, bi`1q (and thus u˚ is not left of Npai, bi`1q). The set Ξ` consists of
consecutive indices; this follows from Lemma 5.24 applied to the standard
example tpa1, b1q . . . , pam, bmq, pa, b˚quwhere a P tam`1, am`2u is the element
which belongs to one pair with b˚ in our original standard example. See
Figure 5.13.

For each i P t2, . . . ,m ´ 2u, if i P Ξ`, then the vertex u˚ is not left of
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Npai, bi`1q, and therefore W pai, bi`1q intersects W pv˚, u˚q, and if i R Ξ`,
then the vertex u˚ is left of Npai, bi`1q, and therefore W pai, bi`1q intersects
x0Tu

˚.
Let Ξ´ denote the set of all i P t2, . . . ,m ´ 2u such that a˚ is left of

Npai`1, biq. By dual arguments, Ξ´ consists of consecutive indices, and for
each i P t2, . . . ,m´2u, if i P Ξ´, then the vertex v˚ is not right ofNpai`1, biq,
and thereforeW pai`1, biq intersectsW pv˚, u˚q, and if i R Ξ´, then the vertex
v˚ is right of Npai`1, biq, and thereforeW pai`1, biq intersects v˚Sy0.

Note that the sets Ξ` and Ξ´ are disjoint: If there existed i belonging to
Ξ` and Ξ´, then both witnessing paths W pai, bi`1q and W pai`1, biq would
intersectW pv˚, u˚q which would imply ai ď bi or ai`1 ď bi`1 in P .

Each of the sets Ξ` and Ξ´ is an interval of consecutive indices, and
the endpoints of these intervals split the set t2, . . . ,m ´ 2u into at most
five intervals. Since rpm ´ 3q{5s “ rp20k ` 16q{5s “ 4k ` 4, there exist
4k ` 4 consecutive indices in t2, . . . ,m ´ 2u such that either none of them
belongs to Ξ` or all of them belong to Ξ`, and either none of them belongs
to Ξ´ or all of them belong to Ξ´. Choose such 4k ` 4 consecutive indices,
and let i1 denote the least of them, so that the set of these indices is Ξ “

ti1, . . . , i1 ` 4k ` 3u. Since Ξ` X Ξ´ “ H, the set Ξ contains indices from at
most one of the sets Ξ` and Ξ´.

LetW` denote the witnessing pathW pv˚, u˚q if Ξ Ď Ξ`, or the witness-
ing path x0Tu

˚ if Ξ X Ξ` “ H. Symmetrically, let W´ denote the witness-
ing path W pv˚, u˚q if Ξ Ď Ξ`, or the witnessing path v˚Sy0 if Ξ X Ξ` “ H.
This way, for each i P Ξ, the path W pai, bi`1q intersects W`, and the path
W pai`1, biq intersectsW´.

For each i P t1, . . . , 4k ` 5u, let a1
i “ ai1`i´1, b1

i “ bi1`i´1, and for each
i P t1, . . . , 4k`4u, letW 1

i,i`1 “ W pa1
i, b

1
i`1q andW 1

i`1,i “ W pa1
i`1, b

1
iq. The path

W 1
i,i`1 intersectsW` and the pathW 1

i`1,i intersectsW´, so we can define
c1
i “ minpV pW 1

i,i`1q X W`
q,

c2
i “ maxpV pW 1

i,i`1q X W`
q,

d1
i “ minpV pW 1

i`1,iq X W´
q,

d2
i “ maxpV pW 1

i`1,iq X W´
q.

For each i P t1, . . . , 4k ` 3u, we do not have c1
i`1 ď c2

i or d1
i ď d2

i`1 in P as
that would imply a1

i`1 ď c1
i`1 ď c2

i ď b1
i`1 or a1

i`1 ď d1
i ď d2

i`1 ď b1
i`1 in P .

Hence, we have c2
i ă c1

i`1 and d2
i`1 ă d1

i in P , which means that
c1
1 ď c2

1 ă c1
2 ď c2

2 ă ¨ ¨ ¨ ă c1
4k`4 ď c2

4k`4
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and
d1
4k`4 ď d2

4k`4 ă d1
4k`3 ď d2

4k`3 ă ¨ ¨ ¨ ă d1
1 ď d2

1

hold in P . We note that the set

ta1
1, . . . , a

1
4k`5u Y tb1

1, . . . , b
1
4k`5u Y tc1

2, . . . , c
1
4k`3u Y td1

2, . . . , d
1
4k`3u

induces a copy of Kelly4k`5.
We complete the proof by finding k ` 1 pairwise disjoint cycles in the

cover graph of P ´tx0, y0u such that one of them lies in the region bounded
by each of the remaining ones. Such cycles prevent the drawing of the cover
graph of P ´ tx0, y0u from being k-outerplanar since after k-fold removal
of vertices on the boundary of the outer face we remove vertices from at
most k of these cycles.

Suppose first that Ξ is disjoint from the sets Ξ` and Ξ´, soW` “ x0Tu
˚

and W´ “ v˚Sy0. For each i P t2, . . . , 2k ` 2u, let vi “ maxpW 1
i,i`1 X W 1

i,i´1q

and ui “ minpW 1
i´1,i X W 1

i`1,iq, and define paths MR
i ,ML

i and a cycle Ci as

MR
i “ c1

iW
1
i,i`1viW

1
i,i´1d

1
i´1,

ML
i “ d2

iW
1
i`1,iuiW

1
i´1,ic

2
i´1,

Ci “ c1
iM

R
i d

1
i´1Sd

2
iM

L
i c

2
i´1Tc

1
i.

(See Figure 5.14.) We have V pMR
i q Ď UP pviq Ď UP pa1

iq and V pML
i q Ď

DP puiq Ď DP pb1
iq, so the paths MR

i and ML
i are disjoint and therefore Ci

is indeed a cycle. Clearly, no vertex ofMR
i is left ofN˚ and no vertex ofML

i

is right of N˚.
Suppose that for some i P t3, . . . , 2k ` 2u, the pathsMR

i´1 andMR
i inter-

sect in a vertex z. In particular, we have a1
i´1 ď z and a1

i ď z in P . Since
a1
i´1 ∥ b1

i´1 and d1
i´1 ď b1

i´1 in P , the vertex z does not lie on the subpath
viW

1
i,i´1d

1
i´1 ofMR

i . Since a1
i ∥ b1

i and c1
i´1 ď b1

i in P , the vertex z does not lie
on the subpath c1

i´1W
1
i´1,ivi´1 ofMR

i´1. Hence,

MR
i´1 X MR

i “ vi´1W
1
i´1,i´2d

1
i´2 X c1

iW
1
i,i`1vi “ W pvi´1, d

1
i´2q X W pvi, c

1
iq,

so in particularMR
i´1 XMR

i is a path. Therefore, for each i P t3, . . . , 2k ` 1u,
the path MR

i is “sandwiched” between MR
i´1 and MR

i`1: no vertex of the
path MR

i is right of x0Tc
1
i´1M

R
i´1d

1
i´2Sy0 or left of x0Tc

1
i`1M

R
i`1d

1
iSy0. It is

hence easy to see that the paths MR
i´1 and MR

i`1 are disjoint. By symmetric
arguments, the paths ML

i´1 and ML
i`1 are disjoint. As a consequence, the
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x0

c′′i−1

a′i

vi

a′i+1c′i

b′i

b′i+1

d′i−1

d′′i

ui

u∗

y0

v∗

z

vi−1

ui−1

Figure 5.14: The cycle Ci is bolded. The cycle Ci´1 (dotted) may intersect
Ci in a vertex z (orange) lying on the intersection of viMR

i c
1
i and vi´1M

R
i´1d

2
i .

cycle Ci´1 and Ci`1 are disjoint. Therefore, the cycles of the form C2j with
j P t1, . . . , k ` 1u are pairwise disjoint, and for each j P t2, . . . , k ` 1u, the
cycle C2j lies in the region bounded by C2j´2.

Let us show that for each j P t1, . . . , k ` 1u, the cycle C2j does not con-
tain x0. Since a1

2j´1 ď c1
2j´1 and x0 ď b1

2j´1 in P , we have c2j´1 ‰ x0.
As C2j X x0Tu

˚ “ c2
2j´1Tc

1
2j , this implies that C2j does not contain x0. A

symmetric argument shows that C2j does not contain y0. Hence the cycles
C2, . . . , C2k`2 prevent the drawing of the cover graph of P ´ tx0, y0u from
being k-outerplanar.

It remains to consider the cases when Ξ Ď Ξ` or Ξ Ď Ξ´. Because of
duality, we assume without loss of generality that Ξ Ď Ξ`, and therefore
W` “ W pv˚, u˚q, andW´ “ v˚Sy0.

Recall that d1
4k`4, . . . , d1

1 are distinct vertices which appear in that or-
der on the witnessing path W´ “ v˚Sy0. The paths a1

iW
1
i,i´1d

1
i´1 with

i P t2, . . . , 4k ` 5u have no vertices left of N˚. We claim that these paths
are pairwise disjoint. Suppose to the contrary that there exist indices i, j P

t2, . . . , 4k ` 5u with i ă j such that the paths a1
iW

1
i,i´1d

1
i´1 and a1

jW
1
j,j´1d

1
j´1

intersect, and choose a pair of such indices with the smallest difference
j ´ i. It is impossible that j ´ i “ 1 as that would imply a1

i ď d1
j´1 ď

b1
j´1 “ b1

i in P , so j ´ i ě 2. By minimality of the difference j ´ i, the path
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a′i a′j a′2a′i−1

b′ib′j−1 b′i+1b′1 b′i−2

y0

v∗

u∗

x0

y

d′j−1

z

d′j−1

Figure 5.15: The witnessing pathW 1
i,i`1 must intersect the cycle C (bound-

ing the shaded region) on the path yW 1
j,j´1d

1
j´1.

a1
i`1W

1
i`1,id

1
i is disjoint from a1

iW
1
i,i´1d

1
i´1 and a1

jW
1
j,j´1d

1
j´1. Now, for the ver-

texw “ maxpa1
iW

1
i,i´1d

1
i´1Xa1

jW
1
j,j´1d

1
j´1q, the cyclewW 1

j,j´1d
1
j´1Sd

1
i´1W

1
i,i´1w

witnesses that a1
i`1 is enclosed by UP pa1

jq. This contradicts Lemma 5.12, so
the paths a1

iW
1
i,i´1d

1
i´1 must be pairwise disjoint.

Next, we show that for any i, j P t2, . . . , 4k ` 4u with j ď i, the path
W 1

i,i`1 intersects the pathW 1
j,j´1. We prove this by induction on i. The base

case i “ 2 holds true: the paths W 1
2,3 and W 1

2,1 intersect in the vertex a1
2.

Let i P t3, . . . , 4k ` 4u. The paths W 1
i,i`1 and W 1

i,i´1 intersect in a1
i, so it

suffices to show for j P t2, . . . , i ´ 1u that if W 1
i´1,i intersects W 1

j,j´1, then
W 1

i,i`1 intersects W 1
j,j´1 as well. Let y “ maxpW 1

i´1,i X W 1
j,j´1q, and let z “

minpyW 1
i´1,ib

1
i XW pv˚, u˚qq. Consider the cycle C “ yW 1

i´1,izN
˚d1

j´1W
1
j,j´1y,

see Figure 5.15.
We claim that the vertex a1

i lies in the region bounded by C. The path
a1
iW

1
i,i´1d

1
i´1 intersects v˚Sy0 only in the vertex d1

i´1 and is disjoint from the
path a1

jW
1
j,j´1d

1
j´1. Furthermore, a1

iW
1
i,i´1d

1
i´1 is disjoint from yW 1

i´1,izN
˚v˚

since V pyW 1
i´1,izN

˚v˚q Ď DP pzq Ď DP pb1
iq. Hence a1

iW
1
i,i´1d

1
i´1 intersects C

only in d1
i´1 which is an inner vertex of v˚Sd1

j´1. As no vertex of a1
iW

1
i,i´1d

1
i´1

or C is left of N˚, the vertex a1
i must lie in the region bounded by C.

The vertex b1
i`1 is left of N˚, so it does not lie in the region bounded by
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a′2k+3

W ′
2k+3,2k+4

W ′
4k+4,4k+5W ′

2,1

W ′
2k+3,2k+2

a′1a′4k+5

Figure 5.16: The cycles C1, . . .Ck`1 are bolded.

C. The path W 1
i,i`1 must therefore intersect C. However, the path W 1

i,i`1 is
disjoint from yW 1

i´1,izN
˚v˚ since V pyW 1

i´1,izN
˚v˚q Ď DP pzq Ď DP pb1

iq. It is
also disjoint from v˚Sy0, so W 1

i,i`1 must intersect the cycle C on the path
yW 1

j,j´1d
1
j´1. This completes the inductive proof.

For any j P t2, . . . , 2k ` 3u and i P t2k ` 3, . . . , 4k ` 4u, we have j ď i,
so the paths W 1

i,i`1 and W 1
j,j´1 intersect. For every i P t2k ` 3, . . . , 4k `

3u, we have a1
i`1 ∥ b1

i`1 in P , so there do not exist x P V pW 1
i,i`1q and y P

V pW 1
i`1,i`2q such that y ď x in P . Hence, each witnessing pathW 1

j,j´1 with
j P t2, . . . , 2k`3u must intersect the pathsW 1

2k`3,2k`4, . . . ,W 1
4k`4,4k`5 in that

order. By a symmetric argument, each pathW 1
i,i`1 with i P t2k`3, . . . , 4k`

4u intersects the paths W 1
2k`3,2k`2, . . . , W 1

2,1 in that order. Hence the paths
W 1

2,1, . . . ,W 1
2k`3,2k`2 andW 1

2k`3,2k`4, . . . ,W 1
4k`4,4k`5 form a p2k`2q ˆ p2k`2q

grid. It is hence easy to see that there exist k ` 1 “nested” cycles C1, . . . ,
Ck`1 such that for each α P t1, . . . , k ` 1u we have

Cα Ď
ď

jPt1`α,2k`4´αu

W 1
j,j´1 Y

ď

iPt2k`2`α,4k`5´αu

W 1
i,i`1,

and for each α P t1, . . . , ku, the cycle Cα`1 has all vertices in the region
bounded by Cα. (See Figure 5.16.)

Observe that none of the cycles C1, . . . , Ck`1 contains x0 or y0: every
vertex z of any of these cycles lies on a witnessing path of the form W 1

i1,i2
,

so a1
i1

ď z ď b1
i2
in P . Since x0 ď b1

i1
and a1

i2
ď y0 in P , we have z R tx0, y0u.

Therefore, the cycles C1, . . . , Ck`1 witness that the drawing of the cover
graph of P ´ tx0, y0u is not k-outerplanar. The proof of Lemma 5.11 is
complete.
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