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Abstract

The aim of this chapter is to give a few examples for the fruitful
interaction of the theory of finite dimensional indefinite inner product
spaces as a special theme in Operator Theory on the one hand and
Numerical Linear Algebra as a special theme in Numerical Analysis
on the other hand. Two particular topics are studied in detail. First,
the theory of polar decompositions in indefinite inner product spaces is
reviewed, and the connection between polar decompositions and nor-
mal matrices is highlighted. It is further shown that the adaption of
existing algorithms from Numerical Linear Algebra allows the numer-
ical computation of these polar decompositions. Second, two particu-
lar applications are presented that lead to the Hamiltonian eigenvalue
problem. The first example deals with Algebraic Riccati Equations
that can be solved via the numerical computation of the Hamiltonian
Schur form of a corresponding Hamiltonian matrix. It is shown that
the question of the existence of the Hamiltonian Schur form can only be
completely answered with the help of a particular invariant discussed
in the theory of indefinite inner products: the sign characteristic. The
topic of the second example is the stability of gyroscopic systems, and
it is again the sign characteristic that allows the complete understand-
ing of the different effects that occur if the system is subject to either
general or structure-preserving perturbations.

1 Introduction

Indefinite Linear Algebra is the beginning of the title of the book by Go-
hberg, Lancaster, and Rodman (Gohberg et al., 2005) which is probably the
primary source for the theory of finite dimensional indefinite inner prod-
uct spaces and is an adaption and new edition of their earlier monograph
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(Gohberg et al., 1983). The title concisely describes the two main features
that come together in this topic: the theory of indefinite inner products
and Linear Algebra in the sense of matrix theory with canonical forms as
its powerful tool. Indeed, the additional restriction of a Krein space to be
finite-dimenional sometimes allows stronger statements, because in many
situations it is sufficient to investigate special representatives in canonical
form from a given equivalence class. Therefore, many results in Indefinite
Linear Algebra make use of the choice of a particular basis of the original
vector space which is typically identified with Fn. Here and in the following
F stands either for the field C of complex numbers, or for the field R of real
numbers. Clearly, any real matrix can be interpreted as a complex matrix
and in many circumstances it is advantageous to focus on the complex case
only. However, there are several applications in which the matrices under
consideration are real.

The aim of this chapter is to summarize research topics in the theory
of finite indefinite inner product spaces from recent years and in particu-
lar to establish connections to a completely different area in mathematics:
Numerical Analysis, or to be more precise, Numerical Linear Algebra in
particular.

After a brief review of some fundamental concepts from Indefinite Linear
Algebra in Section 2, the theory of H-polar decompositions is presented in
Section 3 as an example for a concept investigated in the theory of finite
dimensional inner product spaces, where the knowledge of Numerical Anal-
ysis can be used to construct efficient algorithms for the actual computation
of the desired decompositions. On the other hand, the Hamiltonian eigen-
value problem is investigated in Section 4, and it is highlighted that only
the deeper understanding of the sign characteristic as an important invari-
ant of matrices that have symmetry structures with respect to an indefinite
inner product can help in explaining the effects and problems that occur
when structure-preserving algorithms are considered in Numerical Analysis.
Clearly, these two examples cover only a small part of the currently ongoing
research that successfully combines the two areas Indefinite Linear Algebra
and Numerical Linear Algebra.
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2 Matrices with symmetries with respect to an
indefinite inner product

In the following, let H ∈ Fn×n be an invertible matrix satisfying H∗ = H
or H∗ = −H. Then H defines an indefinite inner product on Fn via

[x, y] := [x, y]H := (Hx, y) (2.1)

for all x, y ∈ Fn, where (·, ·) denotes the standard Euclidean inner product
in Fn. Clearly, if F = C and H∗ = H is Hermitian, then the pair (Cn, [·, ·]H)
is simply a finite dimensional Krein space. If H∗ = −H is skew-Hermitian,
then iH is Hermitian and therefore, it is actually sufficient to consider the
case H∗ = H only, when F = C. In the case F = R, however, this “trick”
is not possible and one has to treat the cases H∗ = H and H∗ = −H
separately.

In all cases, the H-adjoint of a matrix A ∈ Fn×n is defined as the unique
matrix denoted by A[∗] satisfying the identity

[Ax, y] = [x,A[∗]y]

for all x, y ∈ Fn. It is straightforward to check that A[∗] = H−1A∗H, i.e.,
A[∗] is similar to the adjoint A∗ with respect to the standard Euclidean
inner product. A matrix A ∈ Fn×n is called H-selfadjoint if A[∗] = A
or, equivalently, if A∗H = HA. Other important matrices with symmetry
structures include H-skew-adjoint and H-unitary matrices which together
with their synonyms for the case F = R are compiled in the following table.

Table 2.1: Matrices with symmetry structures with respect to [·, ·]H

F = C, H∗ = H F = R, H∗ = H F = R, H∗ = −H
A[∗] = A H-selfadjoint H-symmetric H-skew-Hamiltonian

A[∗] = −A H-skew-adjoint H-skew-symmetric H-Hamiltonian

A[∗] = A−1 H-unitary H-orthogonal H-symplectic

2.1 Canonical forms

A change of basis in the space Fn can be interpreted as a linear transfor-
mation x 7→ P−1x, where P ∈ Fn×n is invertible. If A ∈ Fn×n is a matrix
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representing a linear transformation in a space equipped with an indefinite
inner product induced by the invertible Hermitian matrix H ∈ Fn×n, then
P−1AP is the matrix representing the linear transformation with respect to
the new basis and similarly P ∗HP represents the inner product with respect
to the new basis. This simple observation motivates the following definition.

Definition 2.1 Let H1, H2 ∈ Fn×n satisfy H∗1 = σH1 and H∗2 = σH2,
where σ ∈ {+1,−1} and let A1, A2 ∈ Fn×n. Then the pairs (A1, H1) and
(A2, H2) are called unitarily similar if there exists an invertible matrix P ∈
Fn×n such that

A2 = P−1A1P and H2 = P ∗H1P. (2.2)

The term unitary similarity was chosen in (Gohberg et al., 2005), because
the transformation matrix P in (2.2) can be cosidered as an (H2, H1)-unitary
matrix, i.e., as a matrix satisfying

[Px, Py]H1 = [x, y]H2

for all x, y ∈ Fn. It is straightforward to check that if A has one of the
symmetry structures listed in Table 2.1 with respect to [·, ·]H , then P−1AP
has the same symmetry structure with respect to [·, ·]P ∗HP . For all of those
matrix classes (or, more precisely, for pairs (A,H)) canonical forms under
unitary similarity are available. As an example, the canonical form for the
case of H-selfadjoint matrices is presented here, see (Gohberg et al., 2005)
and also (Lancaster and Rodman, 2005), where a connection to the canonical
form of Hermitian pencils is made. Let

Jm(λ) :=


λ 1 0

λ
. . .

. . . 1
λ

 , Sm :=

 0 1

. .
.

1 0


denote the m×m upper triangular Jordan block associated with the eigen-
value λ ∈ C and the m×m standard involutory permutation (in short called
SIP-matrix) which has the entry 1 in the (i,m + 1 − i)-positions and zeros
elsewhere, respectively.

Theorem 2.2 Let A,H ∈ Cn×n, where H is Hermitian and invertible and
A is H-selfadjoint. Then there exists an invertible matrix P ∈ Cn×n such
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that

P−1AP =

(
k⊕

i=1

Jni(λi)

)
⊕

⊕̀
j=1

[
Jnk+j

(λk+j) 0

0 Jnk+j
(λk+j)

]
P ∗HP =

(
k⊕

i=1

εiSni

)
⊕

⊕̀
j=1

S2nk+j

 ,

where λ1, . . . , λk are the real eigenvalues of A, and λk+1, . . . , λk+` are the
nonreal eigenvalues of A with positive imaginary part. Moreover, the list ε =
(ε1, . . . , εk) is an ordered set of signs ±1. The list ε is uniquely determined
by (A,H) up to permutations of signs corresponding to equal Jordan blocks.

The list ε in Theorem 2.2 is called the sign characteristic of the pair
(A,H). Another way of interpreting the sign characteristic is the following:
if a fixed eigenvalue λ occurs a multiple number of times among the values
λ1, . . . , λ` of Theorem 2.2, then the numbers ni corresponding to the indices
i for which λi = λ are called the partial multiplicities of λ. Thus, each
partial multiplicity nj of a real eigenvalue λ can be thought of as coming
along with an attached sign +1 or −1. In this way, it makes sense to speak
of the sign characteristic of a real eigenvalue λ by extracting from the sign
characteristic ε only the signs attached to partial multiplicities associated
with λ.

Of particular interest in Numerical Linear Algebra is the development
of structure-preserving algorithms, i.e., algorithms using unitary similarity
transformations that leave the given indefinite inner product (or more pre-
cisely the corresponding Hermitian matrix H) invariant. Thus, these trans-
formations have to satisfy P ∗HP = H which corresponds exactly to the
definition of H-unitary matrices. Therefore, H-unitary transformations are
an important special case of unitary similarity transformations in indefinite
inner product spaces.

3 Normal matrices and polar decompositions

3.1 Normal matrices

In the case of the Euclidean inner product, the class of normal matrices has
been intensively studied, because it is a class of matrices that generalize self-
adjoint, skew-adjoint, and unitary matrices, but still share many important
properties with them, like for example unitary diagonalizability. Therefore,
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Gohberg, Lancaster, and Rodman (1983) posed the problem of classifying
normal matrices in finite-dimensional indefinite inner product spaces. If
H ∈ Cn×n is Hermitian and invertible, then a matrix N ∈ Cn×n is called
H-normal if N commutes with its adjoint, i.e., if N [∗]N = NN [∗]. In con-
trast to the cases of H-selfadjoint, H-skew-adjoint, and H-unitary matrices,
where a complete classification is available, it turned out that the prob-
lem of classifying H-normal matrices is wild, i.e., it contains the problem of
classification of a commuting pair of matrices under simultaneous similarity
(Gohberg and Reichstein, 1990). So far, the problem has only been solved
for some special cases, namely the case of inner products with one negative
square in (Gohberg and Reichstein, 1990) - this results was later generalized
to Pontryagin spaces with one negative square in (Langer and Szafraniec,
2006) - and for the case of two negative squares in (Holtz and Strauss, 1996).

Although some successful attempts have been made to restrict the class
of H-normal matrices to smaller classes that allow a complete classification
in (Gohberg and Reichstein, 1991), (Gohberg and Reichstein, 1993), and
(Mehl and Rodman, 2001), the interest in H-normal matrices decreased for
quite some time due to the lack of applications and probably also due to the
following fact established in Proposition 8.1.2. of (Gohberg et al., 2005):

Theorem 3.1 Let X ∈ Cn×n be an arbitrary matrix. Then there exists an
invertible Hermitian matrix H ∈ Cn×n such that X is H-normal.

From this point of view, H-normal matrices seem to be fairly general
and not very special. Nevertheless, it was discovered later that H-normal
matrices do play an important role in another topic from the theory of
finite-dimensional indefinite inner products: polar decompositions.

3.2 H-Polar decompositions

Polar decompositions in indefinite inner product spaces have gained a lot
of attention in recent years. Recall that if X ∈ Cn×n is a matrix, then
a factorization X = UA into a unitary matrix U ∈ Cn×n and a positive
semidefinite Hermitian matrix A ∈ Cn×n is called a polar decomposition of
X and this decomposition is unique if and only if X is nonsingular (Horn and
Johnson, 1991). If the space Cn is equipped with an indefinite inner product
induced by the invertible Hermitian matrix H ∈ Cn×n, then analogously H-
polar decompositions can be defined.

Definition 3.2 (H-polar decomposition) Let H ∈ Cn×n be invertible
and Hermitian and let X ∈ Cn×n. Then a factorization X = UA is called
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an H-polar decomposition if U ∈ Cn×n is H-unitary and A ∈ Cn×n is
H-selfadjoint.

Following (Bolshakov et al., 1997), this definition does not impose addi-
tional conditions on the H-selfadjoint factor in contrast to the case of the
Euclidean inner product, where semi-definiteness is required. One way to
generalize semi-definiteness to indefinite inner product spaces is to require
that the H-selfadjoint factor has its spectrum in the open right halfplane
and this has been included in the definition of H-polar decompositions in
(Mackey et al., 2006), where the factorization was called generalized polar
decomposition. (Bolshakov et al., 1997), however, suggested other possible
generalizations (like, for example, semi-definiteness of HA) and kept the
original definition of H-polar decompositions more general.

Applications for H-polar decompositions include linear optics, where an
H-polar decomposition in the 4-dimenional Minkowski space is computed to
check if a given matrix satisfies the Stokes criterion (Bolshakov et al., 1996),
and H-Procrustes problems that occur in a branch of mathematics kwown
in psychology as factor analysis or multidimensional scaling, where an H-
polar decomposition in an n-dimesional space with non-Euclidean geometry
has to be computed to compare mathematical objects that represent a test
person’s opinion on the similarities and dissimilarities of a finite number of
given objects (Kintzel, 2005a).

A simple calculation reveals that the problem of finding H-polar decom-
positions is closely related to the problem of finding H-selfadjoint square
roots of certain H-selfadjoint matrices. Indeed, if X = UA is an H-polar
decomposition of the matrix X ∈ Cn×n, then

X [∗]X = A[∗]U [∗]UA = AU−1UA = A2,

i.e., the square of the H-selfadjoint factor equals X [∗]X. Clearly, X = UA
and A must also have identical kernels in order for an H-polar decomposi-
tion to exist, and it turns out that these two conditions are also sufficient,
see Theorem 4.1 in (Bolshakov et al., 1997) and see also Lemma 4.1 in
(Bolshakov and Reichstein, 1995).

Theorem 3.3 Let H,X ∈ Cn×n, where H is Hermitian and invertible.
Then X admits an H-polar decomposition if and only if there exists an H-
selfadjoint matrix A ∈ Cn×n such that X [∗]X = A2 and kerX = kerA.

In contrast to the Euclidean inner product, H-polar decompositions need
not always exist as the following example shows.
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Example 3.4 Consider the matrices

X =

[
0 1
−1 1

]
and H =

[
0 1
1 0

]
.

Then

X [∗] =

[
1 1
−1 0

]
and X [∗]X =

[
−1 2
0 −1

]
.

If A was an H-selfadjoint square root of X [∗]X, then necessarily σ(A) ⊂
{−i, i}. Since the spectrum of H-selfadjoint matrices is symmetric with
respect to the real line, it follows that σ(A) = {−i, i}. But this means that
A and thus also X [∗]X would be diagonalizable which is not the case. Thus,
X does not admit an H-polar decomposition.

In Theorem 4.4 of (Bolshakov et al., 1997) necessary and sufficient condi-
tions in terms of the canonical form of the pair (X [∗]X,H) were given for the
existence of an H-polar decomposition of the matrix X. These conditions
only referred to the nonpositive eigenvalues of X [∗]X so that the following
result is obtained as an immediate consequence using the uniqueness of the
principal square root of a matrix having no nonpositive eigenvalues, i.e., the
square root whose eigenvalues lie in the open left half plane (Higham, 2008,
Section 1.7):

Theorem 3.5 Let X ∈ Cn×n such that X [∗]X does not have nonpositive real
eigenvalues. Then there exists a unique generalized polar decompostion, i.e.,
an H-polar decomposition X = UA, where the spectrum of A is contained
in the open right half plane.

However, although Theorem 4.4 of (Bolshakov et al., 1997) also com-
pletely classifies the existence of H-polar decomposition in the case when
X [∗]X does have nonpositive eigenvalues, the conditions are rather difficult
to check and therefore, there was need for other criteria for the existence of
H-polar decompositions.

3.3 Polar decompositions and normal matrices

Since H-selfadjoint and H-unitary matrices trivially admit H-polar decom-
positions, it is only natural to ask if matrices from the more general class of
H-normal matrices introduced in Section 3.1 do so as well. First attempts
into this direction were made in (Bolshakov et al., 1997), where it was shown
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in Theorems 5.1 and 5.2 that every nonsingular H-normal matrix and ev-
ery H-normal matrix in the case that the inner product induced by H has
at most one negative square allow H-polar decompositions. The complete
answer to this problem was given in Corollary 5 of (Mehl et al., 2006).

Theorem 3.6 Let N ∈ Cn×n be an H-normal matrix. Then N admits an
H-polar decomposition.

As a consequence of this result, an alternative criterion for the existence
of H-polar decompositions can be obtained. It is straightforward to check
that if the matrix X ∈ Cn×n has an H-polar decomposition X = UA then
XX [∗] = UAA[∗]U [∗] = UA2U−1. Together with the relation X [∗]X = A2

from Theorem 3.3 this implies that the matrices XX [∗] and X [∗]X have the
same canonical forms as H-selfadjoint matrices. Kintzel (2005b) conjectured
that this condition was also sufficient which is indeed the case, because if
ŨXX [∗]Ũ−1 = X [∗]X for some H-unitary matrix Ũ ∈ Cn×n, then UX is
H-normal and therefore it does allow an H-polar decomposition ŨX = UA.
But then X = Ũ−1UA is an H-polar decomposition for X. The results
established above were summarized in Corollary 6 in (Mehl et al., 2006):

Theorem 3.7 Let X ∈ Cn×n. Then X admits an H-polar decomposition if
and only if the two pairs (X [∗]X,H) and (XX [∗], H) have the same canonical
form.

From this point of view, the class of H-normal matrices has turned out
to be useful at the end: it served as an important step in the development
of necessary and sufficient conditions for the existence of H-polar decompo-
sitions.

3.4 Numerical computation of H-polar decompositions

So far, only the theoretical aspects of the theory of H-polar decomposition
have been summarized and the question arises what can be said from a com-
putational point of view, in particular, since there is need for the numerical
computation of H-polar decompositions in applications (Kintzel, 2005a). An
important step into this direction was given in (Higham et al., 2005), where
an important connection between H-polar decompositions and the matrix
sign function was discovered.

Recall that the sign function for a complex number z lying off the imag-
inary axis is defined by

sign(z) =

{
1, if Re(z) > 0,
−1, if Re(z) < 0.
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The matrix sign functions extends this definition to square matrices with
no eigenvalues on the imaginary axis, see (Higham, 2008). If X ∈ Cn×n is
a matrix with Jordan canonical form X = PJP−1 = J1 ⊕ J2, where the
spectrum of J1 ∈ Cp×p is contained in the open right half and the spectrum
of J2 ∈ C(n−p)×(n−p) is contained in the open left half plane, then

sign(X) := P

[
Ip 0
0 −In−p

]
P−1.

Equivalently, the formula sign(X) = X(X2)−1/2 can be used as a defini-
tion, generalizing the corresponding formula sign(z) = z/(z2)1/2 for complex
numbers. The matrix sign function is an important tool in model reduction
and in the solution of Lyapunov equations and algebraic Riccati equations,
see (Kenney and Laub, 1991). Therefore, this matrix function has been
studied intensively in the literature and many algorithms for its numerical
computation have been suggested, see the survey in (Higham, 2008). A con-
nection to generalized polar decompositions was established in Corollary 4.4
of (Higham et al., 2005):

Theorem 3.8 Let X ∈ Cn×n have a generalized polar decomposition X =
UA, i.e., the spectrum of A is contained in the open right half plane. Then

sign

([
0 X

X [∗] 0

])
=

[
0 U

U−1 0

]
.

The key impact of this observation is that it can be used to translate
results and iterations for the matrix sign function into corresponding re-
sults and iterations for H-polar decomposition as shown in Theorem 4.6 of
(Higham et al., 2005):

Theorem 3.9 Let Z ∈ Cn×n have the H-polar decomposition Z = UA,
where σ(A) is contained in the open right half plane. Let g be any matrix
function of the form g(X) = Xh(X2) for some matrix function h such that
g(M [∗]) = g(M)[∗] for all M ∈ Cn×n and such that the iteration Xk+1 =
g(Xk) converges to sign(X0) with order of convergence m whenever sign(X0)
is defined. Then the iteration

Yk+1 = Ykh(Y
[∗]
k Yk), Y0 = Z

converges to U with order of convergence m.
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The required form of the iteration function g is not restrictive. In fact, all
iteration functions in the Padé family have the required form, see (Higham
2005, Section 5.4). A particular example is the [0/1] Padé iteration of the
form

Xk+1 = 2Xk(I +X2
k)−1,

which is known to converge quadratically to sign(X0), if the start matrix
X0 has no eigenvalues on the imaginary axis. Consequently, the iteration

Yk+1 = 2Yk(I + Y
[∗]
k Yk)−1, Y0 = Z (3.1)

converges quadratically to the H-unitary polar factor U of Z if Z satisfies
the hypothesis of Theorem 3.9.

Example 3.10 Consider the matrices

Z =


0 0 0 1
0 −3 −1 0
0 0 −3 −2
1 2 0 1

 and H =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 .
Then X admits an H-polar decomposition X = UA, where

U =


0 0 0 1
0 −1 0 0
0 0 −1 0
1 0 0 0

 and A =


1 2 0 1
0 3 1 0
0 0 3 2
0 0 0 1

 .
Thus, the spectrum of A is contained in the open right half plane so that
Z satisfies the hypothesis of Theorem 3.9. Then starting the iteration (3.1)
with the matrix Y0 = Z results in iterates Yk with the following absolute
error ek := ‖Yk − U‖2:

k 1 2 3 4 5 6

ek 0.6413 0.2358 0.0281 2.2301e-4 7.0541e-9 2.1687e-16

This illustrates the quadratic convergence to the H-unitary polar factor
U as predicted by Theorem 3.9. Clearly, once U has been computed, the
H-selfadjoint polar factor can be obtained via A = U−1X.

Although the numerical computation of the generalized polar decom-
position is easily achieved by the use of appropriate matrix functions, it
remains an open problem to construct algorithms that numerically compute
H-polar decompositions when the spectrum of the H-selfadjoint factor is not
contained in the open right half plane. In particular, this includes H-polar
decompositions of matrices for which X [∗]X has nonpositive eigenvalues.
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4 Hamiltonian matrices

A special case frequently appearing in applications is the case that the matrix
defining the inner product has the special form

H = J :=

[
0 In
−In 0

]
.

In this case, the structured matrices from the last column of Table 2.1 are
simply called skew-Hamiltonian, Hamiltonian, and symplectic matrices, re-
spectively. In Numerical Linear Algebra, these terms are also commonly
used in the complex case and we will follow this habit in this survey. Con-
sequently, a matrix H ∈ C2n×2n is called Hamiltonian if H∗J + JH = 0,
i.e., if it is skew-adjoint with respect to the indefinite inner product in-
duced by J . As a direct consequence of Theorem 2.2 a canonical form for
Hamiltonian matrices can be obtained by computing the canonical form of
the (iJ)-selfadjoint matrix iH. This shows that now the purely imaginary
eigenvalues of Hamiltonian matrices are equipped with a sign characteristic
as an additional invariant under unitary similarity.

The Hamiltonian eigenvalue problem, i.e., the problem of finding eigen-
values, eigenvectors, and invariant subspaces for a given Hamiltonian matrix
has been intensively studied in the literature due to a large number of appli-
cations. Two of them, namely the solution of Algebraic Riccati Equations
and the stabilization of gyroscopic systems will be presented in the next
two subsections. Further applications include stability radius computation
for control systems, H∞-norm computation, and passivity preserving model
reduction, see the survey papers (Benner et al., 2005) and (Faßbender and
Kressner, 2006).

4.1 Algebraic Riccati equations and the Hamiltonian Schur
form

If H ∈ R2n×2n is a Hamiltonian matrix, then it has the block form

H =

[
A G
Q −AT

]
, (4.1)

where A,G,Q ∈ Rn×n and where G and Q are symmetric. The correspond-
ing algebraic Riccati equation (ARE) for the unknown matrix X ∈ Rn×n

takes the form
Q+XA+ATX −XGX = 0. (4.2)
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The following theorem establishes a close connection between solutions of
the ARE and invariant subspaces of the corresponding Hamiltonian matrix,
see Theorems 13.1 and 13.2 in (Zhou et al., 1996).

Theorem 4.1 Let V ⊂ C2n be an n-dimensional invariant subspace of the
Hamiltonian matrix H in (4.1), and let X1, X2 ∈ Cn×n such that

V = Im

[
X1

X2

]
.

If X1 is invertible, then X := X2X
−1
1 is a solution of the corresponding

algebraic Riccati equation (4.2) and the eigenvalues of A + RX are exactly
the eigenvalues of H associated with V.

Conversely, if X ∈ Cn×n is a solution of the algebraic Riccati equa-
tion (4.2), then there exist matrices X1, X2 ∈ Cn×n with X1 being invertible
such that X = X2X

−1
1 and such that the columns of[

X1

X2

]
form a basis of an n-dimensional invariant subspace of the corresponding
Hamiltonian matrix (4.1).

The solution of the ARE is related to the construction of optimal feed-
back controllers for linear time-invariant control systems. However, it was
pointed out in (Benner et al, 2004) and (Mehrmann, 1991) that for the con-
struction of optimal feedback controllers the approach via solutions of the
ARE can be avoided and the consideration of invariant subspaces of Hamil-
tonian matrices is already sufficient. Of particular interest are n-dimensional
invariant subspaces with eigenvalues in the open left half plane C−, because
they lead to stabilizing feedback solutions of linear time-invariant control
systems, see (Lancaster and Rodman, 1995) and (Zhou et al., 2005).

For the solution of the Hamiltonian eigenvalue problem, the preservation
of the Hamiltonian structure is an important factor in the development of
efficient and accurate algorithms, because of two main reasons that basically
concern all problems dealing with matrices that carry an additional struc-
ture. First, exploiting the structure may yield in higher efficiency of the
algorithm. For example, computing all eigenvalues of a symmetric matrix
using the symmetric QR algorithm requires approximately 10% of the float-
ing point operations needed for computing all eigenvalues of a general matrix
using the unsymmetric QR algorithm, see (Golub and Van Loan, 1996) and
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(Faßbender and Kressner, 2006). Second, matrices that are structured with
respect to an indefinite inner product typically show a symmetry in the
spectrum. For example, the spectrum of a real Hamiltonian matrix H is
symmetric with respect to both the real and the imaginary axes: if λ0 ∈ C
is an eigenvalue then so are −λ0, λ0,−λ0. (This follows easily from Theo-
rem 2.2 applied to (iH, iJ) and the fact that the spectrum of real matrices
is symmetric with respect to the real line.) If general similarity transforma-
tions are applied to H then this eigenvalue symmetry will typically be lost
in finite precision arithmetic due to roundoff errors.

Therefore, Paige and Van Loan (1981) suggested to use symplectic uni-
tary similarity transformations for Hamiltonian matrices. The property of
being symplectic ensures that the similarity transformation preserves the
Hamiltonian structure, see Section 2, while the property of being unitary is
important for stability of numerical algorithms. Now a matrix Q ∈ C2n×2n

is both symplectic and unitary if and only if it satisfies Q∗Q = I and
JQ = (QQ∗)JQ = Q(Q∗JQ) = QJ which reduces to the block form

Q =

[
Q1 −Q2

Q2 Q1

]
,

where Q∗1Q1+Q∗2Q2 = I and Q∗1Q2+Q∗2Q1 = 0. Paige and Van Loan (1981)
suggested to use symplectic unitary similarity to compute the following vari-
ant of the Schur form for a Hamiltonian matrix:

Definition 4.2 A Hamiltonian matrix H ∈ C2n×2n is said to be in Hamil-
tonian Schur form, if

H =

[
T R
0 −T ∗

]
, (4.3)

where T ∈ Cn×n is upper triangular.

A sufficient condition on the eigenvalues of H for this form to exist is
given in Theorem 3.1 in (Paige and Van Loan, 1981):

Theorem 4.3 Let H ∈ C2n×2n be Hamiltonian. If H does not have eigen-
values on the imaginary axis, then there exists a unitary symplectic matrix
Q ∈ C2n×2n such that

Q∗HQ =

[
T R
0 −T ∗

]
,

is in Hamiltonian Schur form. In particular, Q can be chosen so that the
eigenvalues of T are in the left half plane.
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It was observed, however, that the Hamiltonian Schur form does not
always exist if the Hamiltonian matrix does have eigenvalues on the imagi-
nary axis. It follows immediately from the block form (4.3) that the algebraic
multiplicity of each purely imaginary eigenvalue of H must be even, because
every eigenvalue that appears on the diagonal of T will also appear on the
diagonal of −T ∗. This condition is thus necessary, but not sufficient. At
this point, it is the understanding of the sign characteristic that is needed
for a complete answer to the problem of the existence of the Hamiltonian
Schur form. The following result links the problem of the existence of the
Hamiltonian Schur form to the existence of a particular J-neutral invariant
subspace. (Recall that a subspace V ⊂ C2n is called J-neutral if x∗Jy = 0
for all x, y ∈ V.)

Theorem 4.4 Let H ∈ C2n×2n be a Hamiltonian matrix. Then the follow-
ing statements are equivalent.

1) There exists a symplectic matrix S ∈ C2n×2n such that S−1HS is in
Hamiltonian Schur form.

2) There exists a unitary symplectic matrix Q ∈ C2n×2n such that Q∗HQ
is in Hamiltonian Schur form.

3) There exists an n-dimensional subspace of C2n that is J-neutral and
H-invariant.

4) For any purely imaginary eigenvalue λ of H, the number of odd partial
multiplicities corresponding to λ with sign +1 is equal to the number
of of partial multiplicities corresponding to λ with sign −1.

The implication 1) ⇒ 2) follows immediately from a QR-like decom-
position of symlectic matrices proved in (Bunse-Gerstner, 1986), see also
Lemma 3 in (Lin et al., 1999). 2)⇒ 3) is trivial as the first n columns of Q
span an H-invariant subspace which is also J-neutral, because of Q∗JQ = J .
Then 3) ⇔ 4) was proved in Theorem 5.1 in (Ran and Rodman, 1984) in
the terms of selfadjoint matrices, while 4) ⇒ 1) was proved in Theorem 23
in (Lin et al., 1999).

Example 4.5 Consider the matrices

H =


i 1 1 0
0 i 0 0
0 0 i 0
0 0 −1 i

 and P =
1√
2


2i 0 i 2i
0 1 −i −i
0 0 1 0
0 −i 1 1

 .
15



Then H is a Hamiltonian matrix in Hamiltonian Schur form and P is the
transformation matrix that brings the pair (iH, iJ) into the canonical form
of Theorem 2.2:

P−1(iH)P =


−1 1 0 0
0 −1 1 0
0 0 −1 0
0 0 0 −1

 , P ∗(iJ)P =


0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 −1

 ,
Thus, H has the eigenvalue i with partial multiplicities 3 and 1. The partial
multiplicity 3 has the sign 1 and the partial multiplicity 1 has the sign
−1 and thus condition 4) of Theorem 4.3 is satisfied. This example shows
in particular that condition 4) only refers to the number of odd partial
multiplicities with a particular sign, but not to their actual sizes.

Although the problem of existence of the Hamiltonian Schur form is com-
pletely sorted out, it remains a challenge to design satisfactory numerical
methods for Hamiltonian matrices having some eigenvalues on the imag-
inary axis. So far, most structure preserving algorithms for Hamiltonian
matrices are designed for real Hamiltonian matrices without eigenvalues on
the imaginary axis, see the survey (Benner et al., 2005).

4.2 Stability of gyroscopic systems

A gysrocopic system is a second order differential equation of the form

Mẍ(t) +Gẋ(t) +Kx(t) = 0, (4.4)

where M,G,K ∈ Rn×n, M∗ = M , G∗ = −G, and K∗ = K, see (Lancaster,
1999) and (Tisseur and Meerbergen, 2001). Typically, M is positive definite
and by otherwise considering the equivalent system

ÿ + L−1GL−∗ẏ + L−1KL−∗y = 0,

where L is the Cholesky factor of M , i.e., M = LL∗, and y = L∗x, one can
assume without loss of generality that M = I. In that case, stability of the
system can be investigated by computing the eigenvalues of the quadratic
matrix polynomial

L(λ) = λ2I + λG+K

or, equivalently, by computing the eigenvalues of the Hamiltonian matrix

H =

[
−1

2G K + 1
4G

2

I −1
2G

]
, (4.5)
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see (Mehrmann and Xu, 2008). The gyroscopic system is said to be stable if
all solutions of (4.4) are bounded for all nonnegative t. Since the eigenval-
ues of H are symmetric with respect to the imaginary axis, it follows that a
necessary condition for (4.4) to be stable is that all eigenvalues of L or H,
respectively, lie exactly on the imaginary axis. If in addition all eigenvalues
are semisimple (i.e., the algebraic multiplicity is equal to the geometric mul-
tiplicity), then this condition is also sufficient, see (Tisseur and Meerbergen,
2001).

A stronger concept is the notion of strong stability, see (Lancaster, 1999).
The gyroscopic system (4.4) is called strongly stable, if it is stable and in
addition all neighboring systems are stable, i.e., all gyroscopic systems of the
form M̃ẍ(t)+G̃ẋ(t)+K̃x(t) = 0, where the coefficient matrices M̃, G̃, K̃ are
sufficiently close to the coefficient matrices M,G,K of the original system.
Again, in the case M = I one can assume without loss of generality that also
M̃ = I and hence it is sufficient to consider Hamiltonian matrices that are
sufficiently close to the one in (4.5). For conveniently stating the following
result, which is a special case of Theorem 3.2 in (Mehrmann and Xu, 2008),
the following terminology is needed.

Definition 4.6 Let H ∈ C2n×2n be a Hamiltonian matrix and let λ be a
purely imaginary eigenvalue of H.

1) λ is called an eigenvalue of definite type if all partial multiplicities
corresponding to λ have size 1 (i.e., λ is semisimple) and if they all
have the same same sign.

2) λ is called an eigenvalue of mixed type if it is not an eigenvalue of
definite type, i.e., either λ has at least one partial multiplicity exceeding
one or else there exist two partial multiplicities corresponding to λ such
that one has positive sign and the other has negative sign.

Theorem 4.7 Let H ∈ C2n×2n be a Hamiltonian matrix and let λ be a
purely imaginary eigenvalue of H with algebraic multiplicity p.

1) If λ is of definite type, then there exists an ε > 0 such that for all
Hamiltonian matrices E ∈ C2n×2n with ‖E‖ < ε the matrix H+ E has
exactly p eigenvalues λ1, . . . , λp in a small neighborhood of λ which are
all semisimple and on the imaginary axis.

2) If λ is of mixed type, then for any ε > 0 there exists a Hamiltonian
matrix E ∈ C2n×2n with ‖E‖ = ε such that H+ E has eigenvalues with
nonzero real part.
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A direct consequence of this theorem is the following characterization of
strong stability (compare also Theorem 3.2 in (Barkwell et al, 1992)).

Corollary 4.8 The system (4.4) with M = I is strongly stable if and only
if all eigenvalues of the corresponding Hamiltonian matrix H of (4.5) are
purely imaginary and of definite type.

As an illustration of this characterizations, consider the following exam-
ple, see Example 3.5 in (Mehrmann and Xu, 2008):

Example 4.9 Consider the Hamiltonian matrices

H1 =


0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

 , H2 =


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0


which both have the two semisimple purely imaginary eigenvalues ±i with
algebraic multiplicity 2. One can easily check that the eigenvalues of H1 are
of mixed type while the eigenvalues of H2 are of definite type.
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Figure 4.1: Random Hamiltonian perturbations of H1 and H2

Figure 4.1 displays the effect of random Hamiltonian perturbations. In
a numerical experiment 1000 random Hamiltonian matrices E (with entries
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normally distributed with mean 0 and standard deviation 1) were computed
in Matlab1 and then normalized to spectral norm 1/4. Then the eigen-
values of H1 + E and H2 + E were computed and plotted into the left and
right subplot, respectively. The left picture shows that the eigenvalues of the
perturbed Hamiltonian matrices form two clouds around the eigenvalues ±i
due to the fact that the eigenvalues were of mixed type. The right picture,
however, shows that the eigenvalues of all Hamiltonian perturbations of H2

stay on the imaginary axis.
Figure 4.2 displays the same situation when general random perturba-

tions of spectral norm 1/4 are considered. In both cases the eigenvalues of
the perturbed matrices appear in two clouds centered around the original
eigenvalues ±i.
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Figure 4.2: Random Hamiltonian perturbations of H1 and H2

This example highlights the importance of the theory of indefinite inner
products. If numerical algorithms do not exploit the special structure of
Hamiltonian matrices, then the strong stability of the gyroscopic system de-
scribed by the Hamiltonian matrix H2 will be lost, because the sign charac-
teristic of purely imaginary eigenvalues is ignored. Only structure-preserving
algorithms are able to detect further important properties of structured ma-
trices and underlying systems like strong stability.

1MatlabR© is a registered trademark of The MathWorks Inc.
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Besides the application to strongly stable gyroscopic systems, the effect
of the sign characteristic of purely imaginary eigenvalues of Hamiltonian
matrices has important applications in the theory of passivation of control
systems, see (Alam et al., 2011).
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