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Abstract. We present structure-preserving numerical methods for complex palindromic polynomial eigenvalue problems via corresponding palindromic linearizations. A key ingredient is the development of an appropriate condensed form — the anti-triangular Schur form. Ill-conditioned problems which have eigenvalues near the unit circle, in particular near ±1, are discussed. We show how a combination of unstructured methods followed by a structured refinement can be used to solve such problems very accurately.
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1. Introduction. The numerical solution of polynomial eigenvalue problems

$$P(\lambda)x = \left(\sum_{i=0}^{k} \lambda^i A_i\right)x = 0$$

with real or complex coefficient matrices $$A_i$$ is an important task in many applications e.g., the vibration analysis for buildings, machines or vehicles [3, 9, 19]. In many cases the matrix polynomial $$P(\lambda)$$ has extra structure, such as symmetry or skew-symmetry of the coefficient matrices, leading to some kind of symmetry in the spectrum of $$P(\lambda)$$. One such type of structured polynomial arising in applications is the class of palindromic matrix polynomials, forming a generalization of symplectic matrices [13, 17]. Palindromic polynomials have the property that reversing the order of the coefficients (and possibly transposing) leads to the same matrix polynomial, analogous to the palindrome “never odd or even”.

Definition 1.1. Let $$P(\lambda) = \sum_{i=0}^{k} \lambda^i A_i$$ be a matrix polynomial with $$A_i \in \mathbb{C}^{\ell \times \ell}$$ for $$i = 0, \ldots, k$$ and $$A_k \neq 0$$. Then the matrix polynomial

$$\text{rev } P(\lambda) := \lambda^k P(1/\lambda) = \sum_{i=0}^{k} \lambda^{k-i} A_i$$

is called the reversal of $$P(\lambda)$$. A matrix polynomial is said to be $$T$$-palindromic if it is the same as the transpose of its reversal, that is, if $$\text{rev } P(\lambda)^T = P(\lambda)$$.

Eigenvalue problems with underlying $$T$$-palindromic matrix polynomials arise, for example, in the mathematical modeling and numerical simulation of the behavior of
periodic surface acoustic wave (SAW) filters [8, 20], and in the vibration analysis of rail tracks under the excitation arising from high speed trains, see [6, 7].

A matrix polynomial is said to be *regular* if \( \det P(\lambda) \neq 0 \). It was shown in [13] that eigenvalues of a regular \( T \)-palindromic matrix polynomial occur in pairs \((\lambda, 1/\lambda)\). Moreover, as long as certain exceptional points (e.g. \(-1\) in the case of quadratic polynomials) are not in its spectrum, then \( P(\lambda) \) admits a \( T \)-palindromic linearization, i.e., there exist matrix polynomials \( E(\lambda), F(\lambda) \) with constant nonzero determinant such that

\[
E(\lambda) \begin{bmatrix} P(\lambda) & 0 \\ 0 & I_{(k-1)} \end{bmatrix} F(\lambda) = \lambda Z + Z^T, \quad \text{where} \quad Z \in \mathbb{C}^{k \times k}.
\]

It suffices, therefore, to determine methods for the numerical solution of eigenvalue problems for \( T \)-palindromic pencils \( \lambda Z + Z^T \). A first step towards this end would be to derive a condensed form from which the eigenvalues, eigenvectors and/or deflating subspaces of the pencil can be easily read off. Clearly, one could just compute the (unstructured) generalized Schur form \( \lambda T_1 + T_2 = U (\lambda Z + Z^T) V \) of the pencil \( \lambda Z + Z^T \). But the \((\lambda, 1/\lambda)\) symmetry in the spectrum will likely be obscured by roundoff errors. Furthermore, for eigenvalues close to the unit circle, the number of eigenvalues inside the unit circle versus the number outside may be incorrectly computed. Since in applications it is typically important to compute the deflating subspace associated with eigenvalues inside the unit circle, it would be much better to obtain a structured condensed form under structure preserving transformations. In the case of \( T \)-palindromic matrix polynomials, a \( T \)-congruence transformation by any non-singular matrix \( S \)

\[
(\lambda Z + Z^T) \mapsto S^T (\lambda Z + Z^T) S
\]

preserves the palindromic structure. In the interest of numerical stability, however, we restrict ourselves to unitary matrices, and therefore look for a condensed form under unitary \( T \)-congruence

\[
(\lambda Z + Z^T) \mapsto U^T (\lambda Z + Z^T) U.
\]

Observe that since \( U^T = U^{-1} \), this transformation may also be viewed as a simultaneous unitary consimilarity transformation on \( Z \) and \( Z^T \).

What might a useful structured condensed form look like? A triangular form will not be of any help in this context; if \( U^T ZU \) is upper triangular, then \( U^T Z^T U \) would be lower triangular, and the eigenvalues of the pencil cannot be easily read off. On the other hand if \( U^T ZU \) is anti-triangular, that is,

\[
U^T ZU = M = [m_{i,j}] = \begin{bmatrix} 1 & \cdots & \cdots & \cdots \\ \vdots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ \cdots & \ddots & \ddots & \ddots \end{bmatrix}_{n \times n}, \quad \text{with} \quad m_{ij} = 0 \text{ whenever} \; i + j \leq n,
\]

then so is \( M^T = U^T Z^T U \). The eigenvalues of the pencil \( \lambda M + M^T \) can now be read off from the anti-diagonal as quotients \( \lambda_j = -m_{n-j+1,j}/m_{j,n-j+1} \).

In section 2 we show that such an anti-triangular form always exists for any matrix \( Z \in \mathbb{C}^{n \times n} \). Furthermore, we will also see how the existence of this anti-triangular form is intimately connected with the eigenproblem for palindromic pencils, rather than just an artifact of solving the palindromic eigenproblem in some particular way.
In subsequent sections we develop numerical methods for computing this anti-triangular form, which can then also be viewed as structure-preserving methods for the $T$-palindromic eigenproblem. The first is a structured deflation method taking its inspiration from an idea of Laub [12]. Known informally as the “Laub trick”, this idea led to a method for computing the Hamiltonian (symplectic) Schur form of a Hamiltonian (symplectic) matrix using information from an unstructured Schur form [12], [16, p.105–6]. The common theme underlying both the “Ur”-Laub trick and our structured deflation procedure is that information from an unstructured condensed form can be used to build up a structured condensed form. This theme has recently been further developed by Byers and Kressner [1] to investigate how structured solutions to structured problems may be found from unstructured solutions by an appropriate projection onto a variety or manifold of structured objects.

Finally we discuss two other structure-preserving methods, the palindromic Jacobi and the palindromic-QR algorithms, and show how they can be combined with our structured deflation method to provide an effective and accurate means of solving the $T$-palindromic eigenvalue problem in a structure-preserving manner.

Note that throughout the rest of the paper we follow the convention that 0 and $\infty$ are considered to be reciprocals of each other. Also we use $\|v\|$ to denote the Euclidean norm of a vector $v$.


To derive condensed forms for $T$-palindromic pencils, we first show that any matrix $Z \in \mathbb{C}^{n \times n}$ can be reduced to anti-triangular Schur-like form by a unitary $T$-congruence. The original motivation to investigate the possibility of such an anti-triangular form for complex matrices arose from the desire to solve the eigenvalue problem for the associated $T$-palindromic pencil $L_Z(\lambda) = \lambda Z + Z^T$ in a structure-preserving manner. From this point of view the connection between the eigenproblem for the pencil $L_Z$ and the anti-triangular Schur form for the matrix $Z$ may seem somewhat artificial. Surely the question whether such a form exists for a matrix $Z$ is a problem just about matrices, solvable without reference to matrix pencils. Nevertheless, there is an intrinsic connection between these two problems, as we now demonstrate.

Suppose that $Z \in \mathbb{C}^{n \times n}$ is any matrix and that $U$ is unitary with $M = U^TZU$ in anti-triangular form. Then the first columns of both $M$ and $M^T$ are scalar multiples of $e_n$ (the $n$th unit vector), so that for some constants $\alpha$ and $\beta$,

$$U^TZUe_1 = U^TZu_1 = \alpha e_n$$

and

$$(U^TZU)^Te_1 = U^TZ^Tu_1 = \beta e_n,$$

where $u_1$ denotes the first column of $U$. Hence $\beta U^TZu_1 - \alpha U^TZ^Tu_1 = 0$, or equivalently $(\beta Z - \alpha Z^T)u_1 = 0$, so that $u_1$ is an eigenvector of the pencil $L_Z(\lambda) = \lambda Z + Z^T$ with eigenvalue $\lambda = -\beta/\alpha$. (When $\alpha = \beta = 0$, then $u_1$ may still be viewed as an eigenvector of the singular pencil $L_Z$.) Thus any anti-triangular form for a matrix $Z$ necessarily involves some eigenvector of the pencil $L_Z(\lambda)$. But not just any eigenvector of $L_Z(\lambda)$ will do. Observe that for $M = U^TZU$ to be in anti-triangular form we must also have $m_{1,1} = u_1^T Zu_1 = 0$, so an eigenvector of $L_Z(\lambda)$ with this additional property is needed. The following technical lemma shows that such eigenvectors are not rare; indeed it turns out that “most” eigenvectors $x$ of a regular $T$-palindromic pencil $\lambda Z + Z^T$ satisfy $x^T Z x = 0$.

**Definition 2.1.** Let $x \in \mathbb{C}^n$ and $Z \in \mathbb{C}^{n \times n}$. If $x^T Z x = 0$ then the vector $x$ is said to be $Z$-isotropic. More generally, suppose $S$ is the subspace spanned by the
columns of a matrix \( W \in \mathbb{C}^{n \times k} \). Then the subspace \( S \) and the matrix \( W \) are said to be \( Z \)-isotropic if \( W^T Z W = 0 \).

**Lemma 2.2.** Suppose \( Z \in \mathbb{C}^{n \times n} \) is a matrix such that the associated \( T \)-palindromic pencil \( L_Z (\lambda) = \lambda Z + Z^T \) is regular.

(a) Let \( x \in \mathbb{C}^n \) be any eigenvector of \( L_Z (\lambda) \) associated with either a finite eigenvalue \( \mu \in \mathbb{C} \setminus \{-1\} \) or with the eigenvalue \( \mu = \infty \). Then \( x \) is \( Z \)-isotropic.

(b) If \( \mu = -1 \) is an eigenvalue of \( L_Z (\lambda) \) with algebraic multiplicity \( m > 1 \), then there exists an associated \( Z \)-isotropic eigenvector \( x \in \mathbb{C}^n \).

(c) If \( L_Z (\lambda) \) has no \( Z \)-isotropic eigenvector, then \( n = 1 \), i.e., \( Z \) is scalar.

**Proof.** (a) For a finite eigenvalue \( \mu \), the identity \( (\mu Z + Z^T)x = 0 \) implies that

\[
0 = x^T (\mu Z + Z^T)x = \mu x^T Z x + x^T Z^T x = \mu x^T Z x + x^T Z x = (\mu + 1)x^T Z x,
\]

and the desired conclusion follows for any finite \( \mu \neq -1 \). For \( \mu = \infty \), an eigenvector is just a nonzero \( x \in \ker Z \). But any such \( x \) is clearly \( Z \)-isotropic.

(b) Suppose first that there exist two linearly independent eigenvectors \( w, y \in \mathbb{C}^n \) associated with the eigenvalue \( \mu = -1 \). If either \( w \) or \( y \) is \( Z \)-isotropic then we are done. If not, then for the eigenvectors \( x (\beta) = w + \beta y \) consider

\[
x (\beta)^T Z x (\beta) = w^T Z w + \beta (y^T Z w + w^T Z y) + \beta^2 y^T Z y.
\]

Since \( y \) is not isotropic, \( x (\beta)^T Z x (\beta) = 0 \) is a quadratic equation in \( \beta \) with a solution \( 0 \) over \( \mathbb{C} \), thus yielding a \( Z \)-isotropic eigenvector \( x (\beta) \) associated with \( \mu = -1 \).

If, on the other hand, there is only one linearly independent eigenvector \( x \) for \( \mu = -1 \), then there exists a Jordan chain \( (x_1, \ldots, x_m) \) associated with \( \mu \) in which \( x_1 = x \). Hence by definition [11]

\[
(\mu Z + Z^T)x_1 = 0 \quad \text{and} \quad (\mu Z + Z^T)x_j = -Zx_{j-1} \quad \text{for} \quad j = 2, \ldots, m.
\]

In particular, we have \( x_1^T (Z - Z^T) = 0 \) and \( (Z - Z^T)x_2 = Zx_1 \). Thus we see that

\[
x^T Z x = x_1^T (Z x_1) = (x_1^T (Z - Z^T)) x_2 = 0,
\]

and so \( x \) is \( Z \)-isotropic.

(c) Suppose \( L_Z (\lambda) \) has no \( Z \)-isotropic eigenvector. Then by (a) the only eigenvalue of \( L_Z \) is \(-1\), and by (b) its algebraic multiplicity is one. Thus \( Z \) must be scalar.

We are now ready to prove the main result of this section, the existence of an anti-triangular Schur-like form for any \( n \times n \) complex matrix. It is instructive to compare the proof given here with the standard derivation of upper triangular Schur form. In both cases the argument proceeds inductively on the matrix size, using eigenvectors to reduce to a smaller problem. The key difference is the source of the eigenvectors. For the triangular Schur form they come from the matrix itself, whereas for anti-triangular form we will see that they come instead from the associated \( T \)-palindromic pencil.

**Theorem 2.3 (Anti-triangular Schur Form).** Let \( Z \in \mathbb{C}^{n \times n} \). Then there exists a unitary matrix \( U \in \mathbb{C}^{n \times n} \) such that

\[
M = U^T Z U = \begin{bmatrix}
0 & \cdots & 0 & m_{1,n} \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots \\
m_{n,1} & \cdots & m_{n,n}
\end{bmatrix}
\]
is in anti-triangular form.

Proof. The proof proceeds by induction on \( n \). For \( n = 1 \) there is nothing to prove, so let \( n > 1 \). We will show that there exists an \( n \times n \) unitary matrix \( Q = [q_1, \ldots, q_n] \) such that

\[
\tilde{Z} = Q^T Z Q = \begin{bmatrix} q_1^T Z q_1 & \cdots & q_1^T Z q_n \\ \vdots & \ddots & \vdots \\ q_n^T Z q_1 & \cdots & q_n^T Z q_n \end{bmatrix} = \begin{bmatrix} 1 & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1 \end{bmatrix}
\]

(2.2)

For \( n = 2 \) or \( n = 3 \) there is nothing more to do; \( \tilde{Z} \) is already in anti-triangular form. If \( n > 3 \), then the induction hypothesis applied to \( \tilde{Z}_{22} \) provides an \((n-2)\times(n-2)\) unitary matrix \( \tilde{U} \) such that \( \tilde{U}^T \tilde{Z}_{22} \tilde{U} \) is in anti-triangular form. Setting \( U = Q \cdot \text{diag}(1, \tilde{U}, 1) \), then \( U^T Z U \) is in anti-triangular form and the induction is complete.

To construct a unitary matrix \( Q \) such that (2.2) holds, we consider two cases:

**Case 1** (The pencil \( L_Z(\lambda) = \lambda Z + Z^T \) is singular): In this case the matrix \( Z \) must be singular, so choose \( u \) to be any unit vector in the left nullspace of \( Z \), i.e., \( u^T Z = 0 \), and let \( P \) be any unitary matrix with \( u \) as its first column. Then

\[
P^T Z P = \begin{bmatrix} 0 & 0 \\ x & Y \end{bmatrix}
\]

(2.3)

where \( x \in \mathbb{C}^{n-1} \). Let \( W \) be any \((n-1) \times (n-1)\) unitary matrix such that \( W^T x = \beta e_{n-1} \) for some \( \beta \in \mathbb{C} \). (For example, one could choose \( W^T \) to be an appropriate Householder reflector.) Setting \( Q = P \cdot \text{diag}(1, W) \), we see that

\[
Q^T Z Q = \begin{bmatrix} 1 & 0 \\ 0 & W^T \end{bmatrix} \begin{bmatrix} 0 & 0 \\ x & Y \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & W \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ \beta e_{n-1} W^T Y W \end{bmatrix}
\]

has the desired form for (2.2).

**Case 2** (The pencil \( L_Z(\lambda) = \lambda Z + Z^T \) is regular): Since \( n \geq 2 \), by Lemma 2.2 the pencil \( L_Z(\lambda) \) has a normalized \( Z \)-isotropic eigenvector \( u \), i.e., \( u^T Z u = 0 \) and \( u^* u = 1 \). The vectors \( Z u \) and \( Z^T u \) are linearly dependent, since \( u \) is an eigenvector of \( L_Z(\lambda) \), and not both zero, since \( L_Z(\lambda) \) is assumed to be a regular pencil. Let \( w \) be whichever of \( Z u \) and \( Z^T u \) is nonzero, and let \( q_2, \ldots, q_{n-1} \) be any orthonormal basis for the orthogonal complement of \( \text{Span}(u, \overline{w}) \), so that the matrix

\[
Q = \begin{bmatrix} u, q_2, \ldots, q_{n-1}, \overline{w} \end{bmatrix}
\]

is unitary. The unitariness of \( Q \) together with the linear dependence of \( Z u \) and \( Z^T u \) now imply that \( 0 = q_j^T w = q_j^T Z u = q_j^T Z^T u = u^T Z q_j \) for \( j = 2, \ldots, n-1 \). Thus, as desired, we obtain (2.2).

The anti-triangular Schur form of a matrix \( Z \) can now be used to read off basic information about the associated pencil \( L_Z(\lambda) \): when is \( L_Z \) singular or regular, what is its spectrum, and in which order can the spectrum appear on the anti-diagonal? These issues are dealt with in Theorem 2.5.

**Definition 2.4.** A list of numbers \( (\lambda_1, \ldots, \lambda_n) \) with \( \lambda_i \in \mathbb{C} \cup \{\infty\} \) is said to be reciprocally ordered if \( \lambda_i \) and \( \lambda_{n+1-i} \) are reciprocals for \( j = 1, \ldots, n \). (Our convention that \( 0 \) and \( \infty \) are reciprocals of each other is in effect here.)
Theorem 2.5 (Spectrum of $T$-palindromic pencils). Let $Z \in \mathbb{C}^{n \times n}$ with associated $T$-palindromic pencil $L_Z(\lambda) = \lambda Z + Z^T$, and suppose $M = [m_{ij}] = U^T Z U$ is any anti-triangular form for $Z$.

(1) The pencil $L_Z(\lambda)$ is singular if and only if $M$ has a symmetrically placed pair of zeroes on the anti-diagonal, i.e., $m_{j,n-j+1} = 0 = m_{n-j+1,j}$ for some $j$. On the other hand, if $L_Z(\lambda)$ is regular, then its spectrum is given by

$$\sigma(\lambda Z + Z^T) = \left\{ -\frac{m_{n-j+1,j}}{m_{j,n-j+1}} : j = 1, \ldots, n \right\},$$

(2.4)

(2) Suppose $L_Z(\lambda)$ is regular, and $(\lambda_1, \ldots, \lambda_n)$ is the ordered list of eigenvalues of $L_Z$ extracted from $\lambda M + M^T$ by reading from top to bottom, i.e.,

$$\lambda_j = -\frac{m_{n-j+1,j}}{m_{j,n-j+1}}, \quad j = 1, \ldots, n$$

(2.5)

as in (2.4). Then the list $(\lambda_1, \ldots, \lambda_n)$ is reciprocally ordered. Indeed, for any reciprocal ordering $(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_n)$ of the spectrum of $L_Z(\lambda)$ there exists a unitary matrix $\tilde{U}$ so that the eigenvalues of $L_Z(\lambda)$ appear in this order, top-to-bottom, on the anti-diagonal of $\tilde{\lambda} \tilde{M} + \tilde{M}^T = \tilde{U}^T L_Z(\lambda) \tilde{U}$. (Note that if $n$ is odd, then the middle eigenvalue $\lambda_\frac{n+1}{2}$ on any such list must be $-1$.)

Proof. (1) Up to a sign, the determinant of the pencil $L_M(\lambda) = \lambda M + M^T$ is

$$\prod_{j=1}^n (m_{j,n-j+1}\lambda + m_{n-j+1,j}).$$

Thus, $L_M(\lambda)$ is a singular pencil if and only if $m_{j,n-j+1} = 0 = m_{n-j+1,j}$ for some $j$. But the pencils $L_Z(\lambda)$ and $L_M(\lambda)$ are unitarily congruent, so they are either both singular or both regular with the same spectrum, and hence (2.4) follows.

(2) The reciprocal ordering of the list $(\lambda_1, \ldots, \lambda_n)$ follows immediately from (2.5). An induction on $n$ shows that an arbitrary reciprocal ordering $(\tilde{\lambda}_1, \ldots, \tilde{\lambda}_n)$ of the spectrum of $L_Z$ can be realized by some anti-triangular form for $Z$. When $n = 1$ there is nothing to show. For $n \geq 2$ let $u$ be a normalized $Z$-isotropic eigenvector of $L_Z$ associated with $\lambda_1$. The existence of such a $u$ follows from Lemma 2.2(a) for any $\lambda_1 \neq -1$, and for $\lambda_1 = -1$ by Lemma 2.2(b), since reciprocal ordering implies that $\tilde{\lambda}_n = -1$, and hence the multiplicity of $\lambda_1 = -1$ is at least two. The procedure in Case 2 of the proof of Theorem 2.3 can now be applied with this eigenvector $u$, reducing the problem to a regular $(n-2) \times (n-2)$ pencil $\tilde{\lambda} \tilde{Z}_{22} + \tilde{Z}_{22}^T$ with reciprocally ordered spectrum $(\tilde{\lambda}_2, \ldots, \tilde{\lambda}_{n-1})$. □

In this section, we have shown the existence of anti-triangular forms for arbitrary complex matrices and complex $T$-palindromic pencils under unitary $T$-congruence. The remaining sections are devoted to the numerical computation of these anti-triangular forms. For simplicity we restrict attention to the generic case of matrices $Z$ such that the pencil $L_Z(\lambda) = \lambda Z + Z^T$ is regular.

3. Structure-preserving deflation methods. A first idea for a simple method to compute the anti-triangular form of a matrix $Z$ comes directly from the constructive proof of Theorem 2.3. Suppose we have already computed the eigenvalues of the palindromic pencil $\lambda Z + Z^T$. Then we can proceed by computing one eigenvector at
a time, and inductively reduce $Z$ to anti-triangular form. We call this the inductive reduction method and summarize the procedure in the following algorithm.

Algorithm 3.1 (Inductive reduction method). Given a matrix $Z \in \mathbb{C}^{n \times n}$ with $n \geq 2$ such that the pencil $L_Z(\lambda) = \lambda Z + Z^T$ is regular, and a reciprocally ordered list $(\lambda_1, \lambda_2, \ldots, \lambda_n)$ of the eigenvalues of $L_Z(\lambda)$, this algorithm computes a unitary matrix $U \in \mathbb{C}^{n \times n}$ and an anti-triangular matrix $M \in \mathbb{C}^{n \times n}$ such that $M = U^T Z U$ and $\lambda_j = \frac{m_{n-j+1}}{m_{n-j+2}}$.

- Let $M_1 := Z_1 := Z$.
- For $k = 1, \ldots, \lfloor \frac{n}{2} \rfloor$ do:
  1. With $n_k := \text{size of current subproblem} = n - 2k + 2$, compute a $Z$-isotropic eigenvector $v_k \in \mathbb{C}^{n_k}$ of the $n_k \times n_k$ pencil $\lambda Z_k + Z_k^T$ with eigenvalue $\lambda_k$ (Here we include eigenvectors associated with 0 or $\infty$.) Then $v_k^T Z_k v_k = 0$, so $v_k$ and $w_k := Z_k^T v_k$ are orthogonal. (If $Z_k v_k = 0$, i.e. if $\lambda_k = \infty$, use $w_k := Z_k^T v_k$ instead.)
  2. Set $q_1^{(k)} := \frac{v_k}{\|v_k\|}$ and $q_{n_k - 1}^{(k)} := \frac{w_k}{\|w_k\|}$, and compute vectors $q_2^{(k)}, \ldots, q_{n_k - 2}^{(k)}$ in $\mathbb{C}^{n_k}$ such that $Q_k := [q_1^{(k)}, q_2^{(k)}, \ldots, q_{n_k}^{(k)}] \in \mathbb{C}^{n_k \times n_k}$ is unitary.
  3. With $U_k := \text{diag}(I_{k-1}, Q_k, I_{k-1})$, we now have

\[
M_{k+1} := U_k^T M_k U_k = \begin{bmatrix}
0 & 0 & 0 & 0 & * \\
0 & 0 & 0 & * & * \\
0 & 0 & Z_{k+1} & * & * \\
0 & * & * & * & 1 \\
* & * & * & * & 1
\end{bmatrix}_{k-1}^{k-1}
\]

- Then with $U := U_1 U_2 \cdots U_{\lfloor \frac{n}{2} \rfloor}$ we have $M := M_{\lfloor \frac{n}{2} \rfloor+1} = U^T Z U$.

Note that the final middle block $Z_{\lfloor \frac{n}{2} \rfloor+1}$ is $1 \times 1$ if $n$ is odd; if $n$ is even it is void.

Unfortunately, Algorithm 3.1 is only of theoretical value; it requires prior knowledge of all the eigenvalues of $L_Z$ and has complexity at least $O(n^4)$, because the cost of the computation of one eigenvector of a pencil is already of complexity $O(n^3)$. Fortunately, though, the underlying idea of Algorithm 3.1 can be further developed to obtain an efficient numerical algorithm, by using deflating subspaces in place of eigenvectors.

Let us begin by seeing how deflating subspaces of the pencil $L_Z$ fit naturally into the anti-triangular story for a matrix $Z$. Suppose $U \in \mathbb{C}^{n \times n}$ is a unitary matrix such that $U^T Z U$ is in block-anti-triangular form

\[
U^T Z U = \begin{bmatrix}
m & n-2m & m \\
0 & 0 & Y^T \\
0 & \tilde{Z} & * \\
X & * & *
\end{bmatrix}_{m \times m}, \quad (3.1)
\]

where $X, Y \in \mathbb{C}^{m \times m}$ with $m \leq n/2$. Let $E_m := [e_1 e_2 \ldots e_m] \in \mathbb{C}^{n \times m}$ denote the first $m$ columns of $I_n$, and $\bar{E}_m := [e_{n-m+1} \ldots e_{n-1} e_n] \in \mathbb{C}^{n \times m}$ the last $m$ columns.
of $I_n$. With $U$ partitioned as $U = [W \; V]$ where $W, V \in \mathbb{C}^{n \times m}$ we have $W = UE_m$ and $V = \tilde{E}_m$. Then from (3.1) we obtain

$$
\tilde{E}_m X = \begin{bmatrix} 0 \\ 0 \\ X \end{bmatrix} = (U^T Z U) E_m = U^T Z W
$$

and

$$
\tilde{E}_m Y = \begin{bmatrix} 0 \\ 0 \\ Y \end{bmatrix} = (U^T Z^T U) E_m = U^T Z^T W.
$$

Combining these yields $U^T (\lambda Z + Z^T) W = \tilde{E}_m (\lambda X + Y)$, and hence

$$(\lambda Z + Z^T) W = (U \tilde{E}_m) (\lambda X + Y) = \tilde{V} (\lambda X + Y).$$

Thus the columns of $W$ form an orthonormal basis for an $m$-dimensional deflecting subspace of the pencil $L_Z(\lambda)$. From the $(1,1)$-block of (3.1) we see that

$$0 = (U^T Z U)_{1,1} = E_m^T U^T Z U E_m = W^T Z W,$$

so this deflecting subspace must also necessarily be $Z$-isotropic.

Conversely, suppose we start out with a $W \in \mathbb{C}^{n \times m}$ whose columns form an orthonormal basis for a $Z$-isotropic deflecting subspace for $L_Z$. Then from this $W$ it is always possible to construct a unitary $U$ such that $U^T Z U$ is in block-anti-triangular form, as follows. That the columns of $W$ span an $m$-dimensional deflecting subspace for $L_Z$ means (by definition) that there exists $V \in \mathbb{C}^{n \times m}$ with rank $m$, and $X, Y \in \mathbb{C}^{n \times m}$ such that

$$(\lambda Z + Z^T) W = V (\lambda X + Y).$$

(3.2)

Here we can assume without loss of generality that the columns of $V$ are also orthonormal. (Using a $QR$ decomposition $V = QR$, replace $V$ by $Q$ and $\lambda X + Y$ with $\lambda (RX) + (RY)$ in (3.2).) From the equality of rank $W$ and rank $V$ in (3.2) we see that $\lambda X + Y$ is nonsingular whenever $\lambda Z + Z^T$ is; hence $\lambda Z + Z^T$ being regular implies that $\lambda X + Y$ must also be regular. Since $W$ is $Z$-isotropic, $0 = W^T Z W = W^T Z^T W$, so

$$W^T V (\lambda X + Y) = W^T (\lambda Z + Z^T) W = 0,$$

and the regularity of $\lambda X + Y$ now implies that $W^T V = 0$. Thus the columns of $\tilde{V}$ are orthogonal to the columns of $W$, and we can extend $W$ and $\tilde{V}$ to a unitary matrix. Setting $U = \begin{bmatrix} W & \tilde{U} & \tilde{V} \end{bmatrix}$, where $\tilde{U}$ is chosen in any way so that $U$ is unitary, we obtain block-anti-triangular form

$$
U^T Z U = \begin{bmatrix} W^T Z W & W^T Z \tilde{U} & W^T Z \tilde{V} \\ \tilde{U}^T Z W & \tilde{U}^T Z \tilde{U} & \tilde{U}^T Z \tilde{V} \\ V^* Z W & V^* Z \tilde{U} & V^* Z \tilde{V} \end{bmatrix}
= \begin{bmatrix} 0 & 0 & Y^T \\ 0 & \tilde{Z} & \tilde{U}^T Z \tilde{V} \\ X & V^* Z \tilde{U} & V^* Z \tilde{V} \end{bmatrix},
$$

(3.3)

since from (3.2) we have $V^* Z W = V^* V X = X$, $W^T \tilde{V} \tilde{V} = Y^T V^T \tilde{V} = Y^T$, $\tilde{U}^T Z W = \tilde{U}^T V X = 0$ and $W^T Z \tilde{U} = Y^T V^T \tilde{U} = 0$. 
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The spectrum of the pencil \( L_Z(\lambda) = \lambda Z + Z^T \) can now be expressed as the union of the spectra of three subpencils of \( \lambda(U^T U) + (U^T Z^T U) \):

\[
\sigma(L_Z) = \sigma(\lambda X + Y) \cup \sigma(\lambda Z + Z^T) \cup \sigma(\lambda Y^T + X^T).
\]

Observe that the eigenvalues of \( \lambda Y^T + X^T \) are just the reciprocals of the eigenvalues of \( \lambda X + Y \). Thus once the spectrum of \( \lambda X + Y \) is known, all that remains is to compute the eigenvalues of the structured subpencil \( \lambda Z + Z^T \).

In order to effectively apply this idea, though, we need to be able to easily recognize when a deflating subspace is \( Z \)-isotropic. The next result establishes a simple sufficient condition for this property.

**Definition 3.2 (Reciprocal-free sets).** A subset \( A \subset C \cup \{\infty\} \) is said to be reciprocal-free if \( \mu \in A \) implies that \( 1/\mu \notin A \). (Our convention that 0 and \( \infty \) are reciprocals of each other is in effect here.)

**Theorem 3.3 (\( Z \)-isotropic deflating subspaces).** Suppose \( L_Z(\lambda) = \lambda Z + Z^T \) is a regular pencil, and the columns of \( W \in \mathbb{C}^{n \times m} \) span an \( m \)-dimensional deflating subspace associated with the spectrum \( A \subset C \cup \{\infty\} \). If \( A \) is reciprocal-free, then \( W \) is \( Z \)-isotropic.

**Proof.** By hypothesis there exists \( V \in \mathbb{C}^{n \times m} \) of rank \( m \), and \( X, Y \in \mathbb{C}^{m \times m} \) such that

\[
(\lambda Z + Z^T)W = V(\lambda X + Y) \tag{3.4}
\]

with \( A = \sigma(\lambda X + Y) \). Premultiplying (3.4) by \( W^T \), we have \( W^T ZW = W^T VX \). Thus it suffices to show that \( W^T V = 0 \) in order to conclude that \( W \) is \( Z \)-isotropic. We do this by constructing a Stein equation \( ASB = S \) having \( S = W^TV \) as a solution, and then proving that this equation can have only the trivial solution \( S = 0 \).

From (3.4) we immediately read off \( ZW = VX \) and \( Z^TW = VY \), and then \( W^TZ = Y^TV^T \) by taking transpose. Thus

\[
W^TVX = W^TZW = Y^TV^TW \tag{3.5}
\]

and \( X^TV^TW = W^TVY \), \tag{3.6}

(3.6) coming from (3.5) by taking transpose. Because \( A \) is reciprocal-free, we know at least one of \( X \) and \( Y \) must be invertible, since the pencil \( \lambda X + Y \) cannot have both 0 and \( \infty \) as eigenvalues. Without loss of generality assume that \( X \) is invertible. Then

\[
W^TV \overset{(3.5)}{=} Y^T(V^TW)X^{-1} \overset{(3.6)}{=} Y^TX^{-T}(W^TV)YX^{-1}
\]

shows that \( S = W^TV \) is a solution of the Stein equation \( ASB = S \), where

\[
A := -Y^TX^{-T} \quad \text{and} \quad B := -YX^{-1}.
\]

It is well known that non-trivial solutions of \( ASB = S \) exist only if some eigenvalue of \( A \) is the reciprocal of an eigenvalue of \( B \) \cite[p.100, Thm 5.2.3]{10}. Since the pencils \( \lambda I - A \) and \( \lambda I - B \) are equivalent to the pencils \( \lambda X^T + Y^T \) and \( \lambda X + Y \), respectively, we see that \( A \) and \( B \) have the same spectrum \( A = \sigma(\lambda X + Y) \). \( A \) being reciprocal-free thus guarantees that \( ASB = S \) has only the trivial solution \( S = 0 \), as desired. \( \square \)

Suppose a block-anti-triangular form as in (3.3) has been obtained in which the blocks \( X \) and \( Y^T \) are themselves anti-triangular. Such a form will be referred to
as a partial anti-triangular form for \( Z \), since all that remains to achieve a “full” anti-triangular form is to solve the smaller subproblem for the middle block \( Z \). We formulate the discussion of this section as an algorithm for the reduction of a matrix \( Z \) to partial anti-triangular form. This algorithm may also be viewed as a structured deflation method for the \( T \)-palindromic eigenvalue problem \( L_Z(\lambda) = \lambda Z + Z^T \), since it reduces this problem to a smaller structured pencil \( L_{\tilde{Z}}(\lambda) = \lambda \tilde{Z} + \tilde{Z}^T \). Note that \( F_m \) will be used here and in section 4.2 to denote the \( m \times m \) “reverse identity”, or “flip” matrix

\[
F_m = \begin{bmatrix} 1 & \cdots & 1 \\
1 & \ddots & \vdots \\
\vdots & \ddots & 1
\end{bmatrix}.
\]

**Algorithm 3.4 (Structured deflation method).** Given \( Z \in \mathbb{C}^{n \times n} \) such that \( L_Z(\lambda) \) is regular and \( m \leq \frac{n}{2} \), the algorithm computes a unitary matrix \( U \in \mathbb{C}^{n \times n} \) such that \( M = U^T ZU \) is in partial anti-triangular form (3.3).

1. Compute unitary matrices \( \tilde{V} = [V_1, V_2] \) and \( \tilde{W} = [W_1, W_2] \) with \( V_1, W_1 \in \mathbb{C}^{n \times m} \) and \( V_2, W_2 \in \mathbb{C}^{n \times (n-m)} \) such that

\[
\tilde{V}^*(\lambda Z + Z^T)\tilde{W} = \lambda \begin{bmatrix} X_{11} & X_{12} \\
0 & X_{22}
\end{bmatrix} + \begin{bmatrix} Y_{11} & Y_{12} \\
0 & Y_{22}
\end{bmatrix},
\]

where \( X_{11}, Y_{11} \in \mathbb{C}^{n \times m} \) are upper triangular and the eigenvalues are ordered in such a way that \( \sigma(\lambda X_{11} + Y_{11}) \) is reciprocal-free. (One way to achieve this is to apply the \( QZ \) algorithm with reordering of eigenvalues.) Then \( (\lambda Z + Z^T)W_1 = V_1(\lambda X_{11} + Y_{11}) \), so the columns of \( W_1 \) span a \( Z \)-isotropic deflating subspace for \( L_Z(\lambda) \).

2. Compute an isometric matrix \( \tilde{U} \in \mathbb{C}^{n \times (n-2m)} \) (i.e. \( \tilde{U} \) has orthonormal columns), such that the columns of \( \tilde{U} \) are orthogonal to the columns of \( W_1 \) and \( V_1 \), and set \( U = \begin{bmatrix} W_1 & \tilde{U} & V_1 F_m \end{bmatrix} \). Then \( U \) is unitary and \( M := U^T ZU \) is in partial anti-triangular form:

\[
M = \begin{bmatrix} 0 & 0 & Y_{11}^T F_m \\
0 & \tilde{U}^T \tilde{Z} \tilde{U} & \tilde{U}^T Z V_1 F_m \\
F_m X_{11} & F_m V_1^* Z \tilde{U} & F_m V_1^* Z V_1 F_m
\end{bmatrix}.
\]  
(3.7)

It is possible to use Algorithm 3.4 to reduce matrices all the way to anti-triangular form, but one needs a systematic procedure for identifying a reciprocal-free set of \( m = \lfloor \frac{n}{2} \rfloor \) eigenvalues of \( L_Z(\lambda) \). One way to do this is to preselect a reciprocal-free subset \( \Delta \subset \mathbb{C} \cup \{ \infty \} \) such that \( \Delta \cup \Delta^{-1} \) covers all (or at least almost all) of \( \mathbb{C} \cup \{ \infty \} \), and then identify all the eigenvalues of \( L_Z \) that lie in \( \Delta \). For many applications, a natural choice for \( \Delta \) is the set of all points outside the unit circle, i.e. \( \Delta = A_1 := \{ \lambda : |\lambda| > 1 \} \).

There are several difficulties with this idea. The first stems from the fact that neither 1 nor \(-1\) can ever be an element of a reciprocal-free set. Thus if \( L_Z \) has eigenvalues \( \pm 1 \) with total multiplicity greater than one, then a reciprocal-free set of \( m = \lfloor \frac{n}{2} \rfloor \) eigenvalues for \( L_Z \) won’t even exist.

A second problem arises from the numerical difficulty of deciding, when \( \Delta \) and \( \Delta^{-1} \) have a common boundary, whether eigenvalues near this common boundary lie in \( \Delta \) or in \( \Delta^{-1} \). For example, suppose \( L_Z \) has no eigenvalues on the unit circle and we take \( \Delta = A_1 \). If \( L_Z \) has eigenvalues near the unit circle, then the eigenvalues computed by the \( QZ \)-algorithm may not necessarily divide neatly into \( m = \lfloor \frac{n}{2} \rfloor \) eigenvalues in
and \( m \) eigenvalues in \( \Delta^{-1} \). Eigenvalues near \( \pm 1 \) are especially problematic, since they tend to be more ill-conditioned than other eigenvalues of \( L_Z \).

One way to address this issue is to set up a kind of “buffer zone” between \( \Delta \) and \( \Delta^{-1} \) that contains their common boundary. Then for any computed eigenvalue in this (small) buffer zone we simply avoid deciding whether this eigenvalue is in \( \Delta \) or \( \Delta^{-1} \), and with these “safe” eigenvalues we compute just a partial anti-triangular form using the non-structure-preserving QZ-algorithm together with the structured deflation method of Algorithm 3.4. The remaining middle block \( \tilde{Z} \) is then associated with the eigenvalues in the buffer zone. For this “bad part” we use a (possibly expensive) structure-preserving method to determine its anti-triangular form. In general, we can expect the size of the block \( \tilde{Z} \) to be small if the buffer zone is not too large, and so we are able to afford more expensive methods to compute its anti-triangular form.

For the important case of \( \Delta = \Lambda_1 \), we use an annulus containing the unit circle in its interior as a buffer zone between \( \Lambda_1 \) and \( \Lambda_1^{-1} \). In particular, for some choice of \( \alpha > 1 \) we take the annulus \( \{ \lambda \in \mathbb{C} : 1/\alpha \leq |\lambda| \leq \alpha \} \) as buffer zone, so that \( \Lambda_\alpha := \{ \lambda : |\lambda| > \alpha \} \) is the “safe part” of \( \Delta = \Lambda_1 \). The ideas discussed here are summarized in the following hybrid procedure for reducing a matrix to anti-triangular form.

**Algorithm 3.5.** Given \( Z \in \mathbb{C}^{n \times n} \) such that \( L_Z(\lambda) = \lambda Z + Z^T \) is regular, the algorithm computes a unitary matrix \( U \in \mathbb{C}^{n \times n} \) such that \( M = U^T Z U \) is in anti-triangular form.

1. Select a value \( \alpha > 1 \), and let \( m \) denote the number of eigenvalues of \( \lambda Z + Z^T \) in \( \Lambda_\alpha \).
2. Use Algorithm 3.4 to compute a unitary matrix \( \hat{U} = [W_1 \; \hat{U} \; V_1] \) with \( W_1, V_1 \in \mathbb{C}^{n \times m} \) such that the columns of \( W_1 \) span a deflating subspace associated with the spectrum of \( L_Z \) contained in \( \Lambda_\alpha \), and such that \( \hat{U}^T Z \hat{U} \) is in partial anti-triangular form.
3. Compute \( \tilde{Z} := \hat{U}^T Z \hat{U} \), then use a specific structure-preserving method to compute a unitary matrix \( Q \in \mathbb{C}^{(n-2m) \times (n-2m)} \) such that \( Q^T \tilde{Z} Q \) is in anti-triangular form. Set \( U = \hat{U} \text{ diag}(I_m, Q, I_m) \). Then \( U^T Z U \) is in anti-triangular form.

There are several possibilities for the structure-preserving method to be used in part (3) of Algorithm 3.5. We discuss two such methods in the next section.

**4. Structure-preserving methods for small dense palindromic eigenvalue problems.** In this section we describe two structure-preserving methods for computing the anti-triangular form of a small dense matrix. These are a palindromic version of the Jacobi method and a palindromic QR-algorithm.

**4.1. A palindromic Jacobi method.** The nonsymmetric Jacobi method for the computation of the Schur form of a complex matrix [2, 4, 5] was generalized in [15] for the computation of the anti-triangular form for Hermitian pencils. We now show how the algorithm in [15] can be readily adapted to the task of computing the anti-triangular form of any matrix \( Z \in \mathbb{C}^{n \times n} \) for which the pencil \( \lambda Z + Z^T \) is regular. We do not expect the method to be competitive for large dense matrices that are far from anti-triangular. But we will show later in section 5 how the method can be combined to advantage with a faster method to improve the accuracy of computed solutions.

As in all Jacobi algorithms, the basic idea is the repeated annihilation of suitably
chosen entries in the matrix, usually referred to as “pivots”. Our strategy here is to annihilate either one diagonal or two symmetrically positioned off-diagonal elements in the strict upper anti-triangular part of $Z$, in each iteration. These are depicted as bullets • in the sketch below.

Let us first consider the task of annihilating a diagonal element $z_{kk}$ with $k \leq \frac{n}{2}$. Our goal is to determine a unitary matrix $Q \in \mathbb{C}^{2 \times 2}$ such that the target $2 \times 2$ subproblem

$$
Z_{kk} = \begin{bmatrix}
z_{k,k} & z_{k,n+1-k} \\
\bar{z}_{n+1-k,k} & \bar{z}_{n+1-k,n+1-k}
\end{bmatrix}
$$

is reduced to anti-triangular form by the $T$-congruence $Q^T Z_{kk} Q$. Let $\eta \in \mathbb{C}$ be either of the two solutions of

$$
0 = \begin{bmatrix} 1 & \eta \end{bmatrix} Z_{kk} \begin{bmatrix} 1 \\ \eta \end{bmatrix} = z_{k,k} + \eta(\bar{z}_{n+1-k,k} + z_{k,n+1-k}) + \eta^2 \bar{z}_{n+1-k,n+1-k}.
$$

(4.1)

Then the unitary matrix

$$
Q = [q_{ij}] = \frac{1}{\sqrt{1 + |\eta|^2}} \begin{bmatrix} 1 & -\overline{\eta} \\ \eta & 1 \end{bmatrix}
$$

(4.2)

makes $Q^T Z_{kk} Q$ anti-triangular. Letting $U = [u_{ij}]$ be the $n \times n$ identity matrix except for the elements $u_{k,k} = q_{11}$, $u_{k,n+1-k} = q_{12}$, $u_{n+1-k,k} = q_{21}$, and $u_{n+1-k,n+1-k} = q_{22}$, we see that the $(k,k)$-element of $U^T Z U$ is 0. This procedure is depicted in the following sketch, where ◦ and • denote the elements of the $2 \times 2$ target subproblem $Z_{kk}$, with ◦ distinguishing the pivot element.

The choice of $\eta$ significantly influences the convergence behavior of this unsymmetric Jacobi algorithm; choosing the value that is smaller in magnitude produces
the best results \[6\]. Thus among the two possible complex rotations in (4.2) that eliminate \(z_{kl}\), we choose the one that is closer to the identity matrix.

Next, we show how to simultaneously eliminate two off-diagonal elements \(z_{kl}\) and \(z_{lk}\), where \(k < l\) and \(k + l \leq n\). Focusing first on \(z_{kl}\), consider the \(2 \times 2\)-submatrix

\[
Z_{kl} = \begin{bmatrix}
  z_{k,l} & z_{k,n+1-l} \\
  z_{n+1-l,k} & z_{n+1-l,n+1-k}
\end{bmatrix},
\]

and compute unitary matrices \(V = [v_{ij}]\) and \(W = [w_{ij}]\) so that \(z_{kl}\) is annihilated by the transformation \(V^T Z_{kl} W\). Thus

\[
V^T Z_{kl} W = \begin{bmatrix}
v_{11} & v_{12} \\
v_{21} & v_{22}
\end{bmatrix}
\begin{bmatrix}
z_{k,l} & z_{k,n+1-l} \\
z_{n+1-l,k} & z_{n+1-l,n+1-k}
\end{bmatrix}
\begin{bmatrix}
w_{11} & w_{12} \\
w_{21} & w_{22}
\end{bmatrix} = \begin{bmatrix} 0 & * \\
* & *
\end{bmatrix}
\]

is in anti-triangular form. Now obtain a unitary matrix \(U = [u_{ij}]\) by embedding \(V\) and \(W\) into \(I_n\) as principal submatrices in the manner depicted in the following sketch. So we have \(u_{kk} = v_{11}\), \(u_{k,n+1-l} = v_{12}\), \(u_{n+1-l,k} = v_{21}\), \(u_{n+1-l,n+1-l} = v_{22}\); and \(u_{ll} = w_{11}\), \(u_{l,n+1-k} = w_{12}\), \(u_{n+1-k,l} = w_{21}\), \(u_{n+1-k,n+1-k} = w_{22}\). The symbols \(\circ\) and \(\bullet\) denote the submatrix \(Z_{kl}\), while \(\circ\) identifies the pivot element \(z_{kl}\). Thus the \((k,l)\)-element of \(U^T Z U\) is made zero.

\[
\begin{bmatrix}
  1 & v_{11} & v_{21} \\
  w_{11} & w_{12} & w_{21} \\
  w_{12} & w_{22} & 1
\end{bmatrix}
\begin{bmatrix}
  * & * & * & * & * & * & * & * & * \\
  * & \circ & \bullet & \bullet & * & * & * & * & * \\
  * & \bullet & \bullet & \bullet & * & * & * & * & * \\
  \bullet & \bullet & \bullet & \bullet & * & * & * & * & * \\
  \bullet & \bullet & \bullet & \bullet & * & * & * & * & * \\
  \bullet & \bullet & \bullet & \bullet & * & * & * & * & * \\
  \bullet & \bullet & \bullet & \bullet & * & * & * & * & * \\
  \bullet & \bullet & \bullet & \bullet & * & * & * & * & * \\
  \bullet & \bullet & \bullet & \bullet & * & * & * & * & * \\
\end{bmatrix}
\begin{bmatrix}
  v_{11} & v_{12} \\
  w_{11} & w_{12} \\
  w_{21} & w_{22} \\
  1 & 1
\end{bmatrix}
\]

It remains to construct matrices \(V\) and \(W\) that anti-triangularize \(Z_{kl}\). Since we allow two different unitary matrices to act on \(Z_{kl}\), there is a continuum of choices for \(V, W\) that annihilate \(z_{kl}\). Now observe from the sketch that our transformation matrices work not just on the submatrix \(Z_{kl}\), but also on the submatrix marked by the \(\circ\) symbol. This submatrix, specified by

\[
Z_{lk} = \begin{bmatrix}
z_{lk} & z_{l,n+1-l} \\
z_{n+1-l,k} & z_{n+1-l,n+1-k}
\end{bmatrix},
\]

will be transformed into \(W^T Z_{lk} V\). We can therefore exploit the freedom in \(V\) and \(W\) to anti-triangularize \(Z_{lk}\) as well. Indeed, if we choose \(V\) and \(W\) such that

\[
V^T (\lambda Z_{kl}^T + Z_{lk}^T) W = \lambda \begin{bmatrix} 0 & * \\
* & *
\end{bmatrix} + \begin{bmatrix} 0 & * \\
* & *
\end{bmatrix}
\]

is in anti-triangular form, then the two symmetrically positioned off-diagonal elements in the \((k, l)\) and \((l, k)\) positions of \(Z\) will be annihilated in \(U^T Z U\). The desired \(V\) and \(W\) can be found by computing the generalized Schur decomposition of \(\lambda Z_{kl} + Z_{lk}^T\), and then premultiplying it by the \(2 \times 2\) flip matrix \(F_2\). Once again there are basically two choices for the matrices \(V\) and \(W\), and we opt for the alternative that makes \(U\) closest to the identity.

Cyclic-by-row sweeps targeting elements in the strict upper anti-triangular part of \(Z\) were used in our numerical experiments. The number of iterations in a full sweep
is \( \approx n^2/4 \), since two off-diagonal elements are annihilated by one iteration. In the following sequence of indices specifying a sweep, only index pairs \((k, l)\) for which \(k < l\) need to be listed, since \(z_{lk}\) is annihilated in the same iteration as \(z_{kl}\). When \(n\) is even the sequence is specified by

\[
(1, 1), (1, 2), \ldots, (1, n-1), (2, 2), \ldots, (2, n-2), \ldots, \left(\frac{n}{2}, \frac{n}{2}\right),
\]

while for odd \(n\), the sequence is

\[
(1, 1), (1, 2), \ldots, (1, n-1), (2, 2), \ldots, (2, n-2), \ldots, \left(\frac{n-1}{2}, \frac{n+1}{2}\right), \left(\frac{n+1}{2}, \frac{n-1}{2}\right).
\]

One cyclic-by-row sweep for the case \(n = 6\) is displayed in the following sketch:

\[
\begin{array}{cccccc}
\circ & \cdot & \cdot & \cdot & \cdot & \circ \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\end{array} \\
\sim
\begin{array}{cccccc}
\circ & \cdot & \cdot & \cdot & \cdot & \circ \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\end{array} \\
\sim
\begin{array}{cccccc}
\circ & \cdot & \cdot & \cdot & \cdot & \circ \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\end{array} \\
\sim
\begin{array}{cccccc}
\circ & \cdot & \cdot & \cdot & \cdot & \circ \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\end{array} \\
\sim
\begin{array}{cccccc}
\circ & \cdot & \cdot & \cdot & \cdot & \circ \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\cdot & \circ & \circ & \circ & \circ & \cdot \\
\end{array}
\]

A detailed investigation of the behavior of this method indicates global convergence to anti-triangular form at an asymptotically quadratic rate [6]. (See [14] for proofs of and comments on asymptotic convergence of nonsymmetric Jacobi algorithms.) The convergence is therefore quite fast for matrices that are already close to anti-triangular form, while for general matrices the algorithm is rather expensive — the cost of three sweeps is essentially equivalent to the cost of the \(Q\)\(Z\) algorithm. In section 5 we show how the high accuracy with which this Jacobi method computes eigenvalues can be efficiently exploited.

**4.2. The palindromic QR algorithm.** In [18] Schröder proposed a \(QR\)-like algorithm for the computation of the anti-triangular form of a matrix \(Z \in \mathbb{C}^{n \times n}\). This algorithm is called the *palindromic QR-algorithm*. The basic iteration (the so-called *palindromic QR-step*) for a matrix \(Z_i \in \mathbb{C}^{n \times n}\) is given as follows:

1. Compute a decomposition \(Z_i = QA_i\), where \(Q_i \in \mathbb{C}^{n \times n}\) is unitary and \(A_i \in \mathbb{C}^{n \times n}\) is anti-triangular; (this can be achieved by computing a \(QR\) decomposition \(Z_i = QR_i\), and then choosing \(Q_i = QF_i\) and \(A_i = F_iR_i\));

2. Compute \(Z_{i+1} := A_iQ_i^{-1}\).

Starting with \(Z_0 := Z\), this iteration produces a sequence of unitarily \(T\)-congruent matrices \((Z_i)_{i \in \mathbb{N}}\) (since \(Q_iZ_iQ_i^T = Q_iA_i = Z_i\)) that approach anti-triangular form. In particular, Schröder shows that two palindromic \(QR\) steps for \(Z\) are equivalent.
to one Francis QR step for the matrix $Z^{-T}Z$. Thus, the palindromic QR algorithm for $Z$ shows similar convergence properties as the standard QR algorithm for $Z^{-T}Z$. Schröder also discusses the use of shifts in order to accelerate the speed of convergence, and introduces a Hessenberg-like form for which palindromic QR steps can be performed in $O(n^3)$ floating point operations in order to improve the efficiency of the algorithm. However, unlike the Householder reduction to standard Hessenberg form used as a preliminary step of the Francis QR algorithm, a direct method for the computation of the Hessenberg-like form in [18] is only available in special situations. Therefore, a palindromic QR step requires $O(n^3)$ floating point operations in general, resulting in a method whose overall complexity is $O(n^3)$. Thus both the Jacobi-like method introduced in the previous section and the palindromic QR iteration are only appropriate for sufficiently small values of $n$.

5. Numerical experiments. Results of numerical experiments to test our algorithms for computing the anti-triangular form of complex matrices are now presented. As a measure for the performance of the algorithms, we compute the distance from anti-triangularity

$$\text{dist}_\Delta(Z) := \sqrt{\sum_{i+j \leq n} |z_{ij}|^2},$$

i.e., the Frobenius norm of the strict upper anti-triangular part of $Z \in \mathbb{C}^{n \times n}$, as well as the distance from unitarity

$$\text{dist}_1(U) := \|U^*U - I_n\|_2$$

of the computed unitary transformations $U \in \mathbb{C}^{n \times n}$.

Two different types of random $100 \times 100$ complex matrices $Z$ were used in our tests, corresponding to two different eigenvalue distributions of the corresponding palindromic pencil $L_Z(\lambda) := \lambda Z + Z^T$.

Type 1: $Z$ is constructed so that $L_Z(\lambda)$ has at least 5 eigenvalues in an annulus in the complex plane with inner radius 1 and outer radius $\alpha := 1 + \text{tol}$. Since the eigenvalues are reciprocally paired, $L_Z(\lambda)$ has at least 10 eigenvalues close to the unit circle, with 5 of these lying outside, and 5 inside the unit circle. We generated these matrices in MATLAB by first selecting $w_i, i = 1, \ldots, 5$ of the form

$$(1 + \text{rand}(1) * \text{tol}) \times \exp(i \times 2 \times \pi \times \text{rand}(1))$$

and the remaining $w_i, i = 6, \ldots, 50$ of the form

$$(1 + |\text{abs}(\text{randn}(1))|) \times \exp(i \times 2 \times \pi \times \text{rand}(1)).$$

Setting $A = F_{100} \text{diag}(w_1, \ldots, w_{50}, 1, \ldots, 1)$, we let $Z = P^TP$, where the entries of $P$ are normally distributed with mean zero and variance 1. Finally, $Z$ was normalized so that $\|Z\|_2 = 1$. The palindromic pencil $L_Z(\lambda)$ now has the prescribed eigenvalues $w_i, w_i^{-1}, i = 1, \ldots, 50$.

Type 2: $Z$ is constructed so that $L_Z(\lambda)$ has at least 10 random eigenvalues that are uniformly distributed in a disc around 1 with radius $\text{tol}$. We generated these matrices using the procedure for Type 1 matrices, except that $w_i, i = 1, \ldots, 5$ are determined by

$$1 + \text{sign}(\text{randn}(1)) \times \text{tol} \times \text{rand}(1) \times \exp(i \times 2 \times \pi \times \text{rand}(1)).$$
We first discuss a typical example of a Type 2 matrix with $tol = 10^{-10}$. After applying the structured deflation method (Algorithm 3.4) with $m = 45$, we obtain a matrix in partial anti-triangular form as depicted in Figure 5.1, on the left. (Here, a grey-scale is used to characterize the modulus of an element in the matrix. The lighter the color, the smaller the modulus of the corresponding element, ranging from moduli larger than one (black) to moduli smaller than the machine precision (white).) The partial anti-triangular form is clearly visible, with the small black triangle in the middle of the anti-diagonal depicting the $10 \times 10$ subproblem with eigenvalues close to the unit circle that remains to be solved. Applying the palindromic $QR$ algorithm to this small subproblem yields the result depicted in Figure 5.1 on the right.

As Figure 5.1 suggests, one may not be satisfied with the results at this point: there seems to be a lot of “dirt” in the strict upper anti-triangular part and, indeed, the distance from anti-triangularity is about $4 \cdot 10^{-13}$ on average for matrices of this type.

To improve the result, one may consider applying one sweep of the palindromic Jacobi algorithm discussed in Section 4.1. However, if a Jacobi sweep is performed directly after the structured deflation method, i.e., before the remaining $10 \times 10$ subproblem is solved, then the corresponding unreduced block causes an increase in modulus of some of the elements in the strict upper part of the matrix in partial anti-triangular form, as shown on the left in Figure 5.2. This increase is not reduced when the remaining $10 \times 10$ subproblem is finally solved, as Figure 5.2 (right) reveals.

Therefore, it is advisable to first solve the remaining $10 \times 10$ subproblem and then apply a sweep of the Jacobi algorithm. Typically, this sweep will again blur the block corresponding to the eigenvalues close to 1, as seen in Figure 5.3 (left), because the problem is ill-conditioned so the palindromic Jacobi algorithm does not perform well in this case. This is remedied by solving the subproblem once again using the palindromic $QR$ algorithm. The anti-triangular form emerges much better than before, as seen in Figure 5.3 (right). Indeed, after applying the algorithms in the prescribed sequence, the distance from anti-triangularity is about $3 \cdot 10^{-15}$ on average for matrices of this type.

With this typical performance of the structured deflation method in combination with different refinement methods in mind, we have performed several tests for matrices of Type 1 and Type 2 with different tolerances $tol$.

We have tested the structured deflation method (Algorithm 3.4) with $m = \frac{n}{2} =$
50 as well as Algorithm 3.5 with $\alpha = 1.01$ in combination with various algorithms for the solution of the remaining small palindromic subproblem associated with the eigenvalues close to the unit circle.

It should be noted that an increasing the outer radius of the annulus to, say, $\alpha = 1.5$ did not have a significant effect on the performance of the algorithms other than increasing the size of the remaining subproblem.

The following variations of the algorithms were tested:

(a) Algorithm 3.4 (the structured deflation method) with $m = \frac{n}{2} = 50$;

(b) Algorithm 3.5 with $\alpha = 1.01$ and the palindromic Jacobi algorithm (Section 4.1) for the solution the remaining subproblem;

(c) Algorithm 3.5 with $\alpha = 1.01$ and the inductive reduction method (Algorithm 3.1) for the solution the remaining subproblem;

(d) Algorithm 3.5 with $\alpha = 1.01$ and the palindromic $QR$ algorithm (Section 4.2) for the solution the remaining subproblem;

(e) Algorithm 3.4 (the structured deflation method) with $m = \frac{n}{2} = 50$, followed by one sweep of the palindromic Jacobi method for the whole matrix;

(f) Algorithm 3.5 with $\alpha = 1.01$ and the palindromic Jacobi algorithm for the
solution the remaining subproblem, followed by one sweep of palindromic Jacobi for the whole matrix;

(g) Algorithm 3.5 with $\alpha = 1.01$ and the inductive reduction method for the solution the remaining subproblem, followed by one sweep of the palindromic Jacobi algorithm for the whole matrix;

(h) Algorithm 3.5 with $\alpha = 1.01$ and the palindromic $QR$ algorithm for the solution the remaining subproblem, followed by one full sweep of the palindromic Jacobi algorithm for the whole matrix;

(i) Algorithm 3.5 with $\alpha = 1.01$ and the palindromic Jacobi algorithm for the solution the remaining subproblem, followed by one sweep of Jacobi for the whole matrix and one more application of the Jacobi algorithm to the small subproblem;

(j) Algorithm 3.5 with $\alpha = 1.01$ and the inductive reduction method for the solution the remaining subproblem, followed by one sweep of palindromic Jacobi for the whole matrix and one more application of the inductive reduction method to the small subproblem;

(k) Algorithm 3.5 with $\alpha = 1.01$ and the palindromic $QR$ algorithm for the solution the remaining subproblem, followed by one sweep of the palindromic Jacobi method for the whole matrix and one more application of the palindromic $QR$ algorithm to the small subproblem.

For the first series of tests, the algorithm variations (a) – (k) were tested on 100 random matrices of Type 1 with tolerances $tol = 10^{-5}$ and $tol = 10^{-12}$. The average distances from anti-triangularity $\text{dist}_\triangle(\tilde{Z})$ of the computed anti-triangular Schur forms $\tilde{Z} = U^T Z U$ and the corresponding average distances from unitarity $\text{dist}_1(U)$ are reported in Table 5.1.

<table>
<thead>
<tr>
<th></th>
<th>$tol = 10^{-5}$</th>
<th>$tol = 10^{-12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>1.39e-12</td>
<td>2.81e-13 (87%)</td>
</tr>
<tr>
<td>(b)</td>
<td>1.77e-13</td>
<td>1.71e-13</td>
</tr>
<tr>
<td>(c)</td>
<td>1.75e-13</td>
<td>1.73e-13</td>
</tr>
<tr>
<td>(d)</td>
<td>1.75e-13</td>
<td>1.73e-13</td>
</tr>
<tr>
<td>(e)</td>
<td>1.37e-15</td>
<td>1.37e-15 (87%)</td>
</tr>
<tr>
<td>(f)</td>
<td>1.37e-15</td>
<td>1.39e-15</td>
</tr>
<tr>
<td>(g)</td>
<td>1.38e-15</td>
<td>1.39e-15</td>
</tr>
<tr>
<td>(h)</td>
<td>1.37e-15</td>
<td>1.38e-15</td>
</tr>
<tr>
<td>(i)</td>
<td>2.73e-15</td>
<td>2.64e-15</td>
</tr>
<tr>
<td>(j)</td>
<td>2.74e-15</td>
<td>2.64e-15</td>
</tr>
<tr>
<td>(k)</td>
<td>2.72e-15</td>
<td>2.62e-15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$tol = 10^{-5}$</th>
<th>$tol = 10^{-15}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>1.01e-11</td>
<td>1.86e-12 (87%)</td>
</tr>
<tr>
<td>(b)</td>
<td>1.36e-12</td>
<td>1.32e-12</td>
</tr>
<tr>
<td>(c)</td>
<td>1.36e-12</td>
<td>1.32e-12</td>
</tr>
<tr>
<td>(d)</td>
<td>1.36e-12</td>
<td>1.32e-12</td>
</tr>
</tbody>
</table>

For $tol = 10^{-12}$, the structured deflation method used in (a) and (e) failed 13 times, when the spectrum computed by the $QZ$ algorithm failed to contain 50 eigenvalues with modulus larger than 1. The averages were then taken over the remaining 87 test problems (indicated with the marker (87%)). As one can see from Table 5.1, all variations (a) – (k) yield satisfactory results. When the $QZ$ algorithm is able to separate the eigenvalues inside from those outside the unit circle, the structured
deflation method with $m = \frac{n}{2}$ works well. This can be explained by the fact that for eigenvalues close to the unit circle, the reciprocal-free condition in Algorithm 3.4 is always satisfied numerically, unless there are eigenvalues close to ±1, because, in general, $\mu$ and $\frac{1}{\mu}$ are well separated. Therefore, we can only detect a slight improvement when passing from the structured deflation method to Algorithm 3.5 with $\alpha = 1.01$, regardless which algorithm is used for the solution of the remaining small subproblem (variations (b) – (d)). The distances from anti-triangularity decrease by a factor 100–1000 when a sweep of the Jacobi algorithm is applied in order to improve the results (variations (e) – (h)). Since small subproblems with eigenvalues close to the unit circle are generically well conditioned, the Jacobi algorithm performs well and does not blur the part of the anti-triangular form corresponding to the small subproblems. Therefore, an attempt at a subsequent refinement of the solution of the small subproblems yields no improvement in the distances from anti-triangularity. (In fact, a slight increase of $\text{dist}_\triangle(\tilde{Z})$ has been observed.) Concerning the distance from unitarity of the transformation matrices, we find that Algorithm 3.5 with $\alpha = 1.01$ produced slightly better results than the structured deflation method with $m = \frac{n}{2}$. Applying a sweep of the Jacobi algorithm and eventually solving the small subproblem once more had no significant impact on the distance from unitarity. Therefore, only the values for the variations (a) – (d) are reported in Table 5.1.

For the second series of tests, the variations (a) – (k) were tested on 100 random matrices of Type 2 with tolerances $\text{tol} = 10^{-5}, 10^{-8}, 10^{-10}, 10^{-12}$. The average distances from anti-triangularity $\text{dist}_\triangle(\tilde{Z})$ of the computed anti-triangular Schur forms $\tilde{Z} = U^T Z U$ and the corresponding average distances from unitarity $\text{dist}_1(U)$ are compiled in Table 5.2.

**Table 5.2**

<table>
<thead>
<tr>
<th>dist$_\triangle(\tilde{Z})$</th>
<th>$\text{tol} = 10^{-5}$</th>
<th>$\text{tol} = 10^{-8}$</th>
<th>$\text{tol} = 10^{-10}$</th>
<th>$\text{tol} = 10^{-12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>1.77e-08</td>
<td>2.00e-05</td>
<td>1.45e-03</td>
<td>3.50e-02 (83%)</td>
</tr>
<tr>
<td>(b)</td>
<td>9.03e-11</td>
<td>1.63e-07</td>
<td>4.37e-06</td>
<td>4.77e-04</td>
</tr>
<tr>
<td>(c)</td>
<td>8.13e-11</td>
<td>5.34e-08</td>
<td>9.38e-06</td>
<td>6.04e-04</td>
</tr>
<tr>
<td>(d)</td>
<td>4.38e-13</td>
<td>4.32e-13</td>
<td>3.69e-13</td>
<td>2.74e-13</td>
</tr>
<tr>
<td>(e)</td>
<td>1.37e-10</td>
<td>1.41e-07</td>
<td>3.95e-05</td>
<td>5.07e-03 (83%)</td>
</tr>
<tr>
<td>(f)</td>
<td>1.29e-10</td>
<td>1.02e-07</td>
<td>2.77e-05</td>
<td>5.69e-03</td>
</tr>
<tr>
<td>(g)</td>
<td>1.01e-10</td>
<td>6.84e-08</td>
<td>2.53e-05</td>
<td>4.67e-03</td>
</tr>
<tr>
<td>(h)</td>
<td>3.53e-11</td>
<td>4.73e-08</td>
<td>1.83e-05</td>
<td>4.77e-03</td>
</tr>
<tr>
<td>(i)</td>
<td>7.57e-11</td>
<td>1.36e-07</td>
<td>5.34e-06</td>
<td>7.93e-04</td>
</tr>
<tr>
<td>(j)</td>
<td>1.04e-10</td>
<td>1.23e-07</td>
<td>1.04e-05</td>
<td>4.07e-04</td>
</tr>
<tr>
<td>(k)</td>
<td>2.83e-15</td>
<td>2.68e-15</td>
<td>2.65e-15</td>
<td>2.64e-15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>dist$_1(U)$</th>
<th>$\text{tol} = 10^{-5}$</th>
<th>$\text{tol} = 10^{-8}$</th>
<th>$\text{tol} = 10^{-10}$</th>
<th>$\text{tol} = 10^{-12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>1.53e-07</td>
<td>1.76e-04</td>
<td>1.25e-02</td>
<td>2.97e-01 (83%)</td>
</tr>
<tr>
<td>(b)</td>
<td>3.58e-12</td>
<td>3.29e-12</td>
<td>2.80e-12</td>
<td>2.02e-12</td>
</tr>
<tr>
<td>(c)</td>
<td>3.49e-12</td>
<td>3.24e-12</td>
<td>2.80e-12</td>
<td>2.02e-12</td>
</tr>
<tr>
<td>(d)</td>
<td>3.49e-12</td>
<td>3.24e-12</td>
<td>2.80e-12</td>
<td>2.02e-12</td>
</tr>
</tbody>
</table>
In contrast to the case of matrices of Type 1, here we observe a drastic increase in the distance from anti-triangularity when $\text{tol}$ decreases. For $\text{tol} = 10^{-12}$, the structured deflation method for $m = \frac{n}{2}$ failed in 17 cases, because the QZ algorithm was not able to detect 50 eigenvalues outside the unit circle. The averages have then been taken over the remaining 83 cases (indicated by the marker (83%)). When passing from the structured deflation method to Algorithm 3.5 with $\alpha = 1.01$, a significant improvement can be observed (variations (b) – (d)). However, for matrices of Type 2 the choice of the algorithm used for solving the remaining subproblem with eigenvalues close to 1 is crucial. Both the Jacobi algorithm as well as the inductive reduction method had convergence difficulties due to the fact that the small subproblem is now very ill-conditioned. Only the palindromic QR algorithm was able to produce satisfactory results here. While the other methods showed worse performance as $\text{tol}$ decreases, the distance from anti-triangularity remained approximately constant in variation (d). After applying a sweep of Jacobi (variations (e) – (h)), a slight increase in the distance from anti-triangularity could be observed. This is due to the fact that the Jacobi algorithm now blurs the part in the anti-triangular form that corresponds to the subproblem with eigenvalues close to 1 as it has been depicted in Figure 5.2. Solving the subproblem then once more (variations (i) – (k)) only has a significant effect on the distance from anti-triangularity when the palindromic QR algorithm is used. Concerning the distance from unitarity of the corresponding transformation matrix while $\text{tol}$ decreases, one can observe a dramatic increase in the case the structured deflation method is used with $m = \frac{n}{2}$. This is due to the fact that the eigenvalues close to 1 are not well separated from their reciprocals. On the other hand, Algorithm 3.5 with $\alpha = 1.01$ produced results comparable to the case of matrices of Type 1, irrespective of the algorithm used for the solution of the small subproblems.

A final test was performed in connection with the $T$-palindromic eigenvalue problem arising in the vibration analysis of rail tracks [7]. This eigenvalue problem has the form

$$P(\lambda) = (\lambda^2 A + \lambda B + A^T)x = 0, \quad (5.1)$$

where $A, B \in \mathbb{C}^{1005 \times 1005}$. Here $A$ is highly singular with rank 67, and $B$ is complex symmetric. The sparsity pattern of $A$ and $B$ is depicted in Figure 5.4.

Using the linearization theory from [13], we see that the $2010 \times 2010$ $T$-palindromic pencil

$$L_Z(\lambda) = \lambda \begin{bmatrix} A & B - A^T \\ A & A \end{bmatrix} + \begin{bmatrix} A^T & A^T \\ B - A & A^T \end{bmatrix}$$

is a linearization for $P(\lambda)$ provided that $-1$ is not an eigenvalue of $P(\lambda)$. Since $A$ is rank deficient, $\infty$ is an eigenvalue of the pencil $L_Z(\lambda)$ with geometric multiplicity $1005 - 67 = 938$. We therefore applied the structured deflation method (Algorithm 3.4) with $m = 938$ as a first step, in order to directly deflate the eigenvalues $\infty$ and 0 of the pencil. This resulted in a matrix $\tilde{Z} \in \mathbb{C}^{134 \times 134}$ (normalized such that $\|\tilde{Z}\|_2 = 1$) and a corresponding $T$-palindromic pencil $L_{\tilde{Z}}(\lambda) = \lambda \tilde{Z} + \tilde{Z}^T$. For this matrix, the structured deflation method with $m = 67$ produced an anti-triangular Schur form $Z_1 = U_1^T \tilde{Z} U_1$ with $\text{dist}_\Delta(Z_1) = 2.8365 \times 10^{-15}$ and $\text{dist}_1(U_1) = 2.4665 \times 10^{-10}$. Although this result was already satisfactory, we also applied Algorithm 3.5 with $\alpha = 1.5$ in combination with the palindromic QR algorithm for the remaining $8 \times 8$ subproblem. We
obtained an anti-triangular Schur form $Z_2 = U_2^T \tilde{Z} U_2$ with $\text{dist}_\Delta(Z_2) = 2.8189 \times 10^{-15}$ and $\text{dist}_1(U_2) = 6.7083 \times 10^{-11}$. Thus there was no significant improvement on the results of the structured deflation method with $m = 67$.

6. Conclusions. We have discussed numerical methods for the solution of palindromic eigenvalue problems and have shown that a combination of structured deflation based on the unstructured QZ-Algorithm followed by a structure-preserving method for the solution of the typically small eigenvalue problem associated with the eigenvalues near $\pm 1$ performs very well. Our observations indicate that one should preferably use Algorithm 3.4 with $m = \frac{n}{2}$ if the pencil has no eigenvalues close to $\pm 1$; and if there are eigenvalues close to $\pm 1$, then one should follow it by the palindromic $QR$ algorithm for the solution of the remaining small subproblem. If the results are still not satisfactory, then improved accuracy is obtained by applying one sweep of the palindromic Jacobi algorithm to the whole problem and then solving the part corresponding to the eigenvalues close to $\pm 1$ once again with the palindromic $QR$ algorithm. If the number of eigenvalues close to $\pm 1$ is small, then the major cost for this algorithm is that of the $QZ$ algorithm.
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