
Commun. Math. Phys. 204, 147 – 188 (1999) Communications in
Mathematical

Physics
© Springer-Verlag 1999

Discrete Time Lagrangian Mechanics on Lie Groups,
with an Application to the Lagrange Top

A. I. Bobenko, Yu. B. Suris

Fachbereich Mathematik, Technische Universität Berlin, Strasse des 17. Juni 136, D-10623 Berlin, Germany.
E-mail: bobenko@math.tu-berlin.de; suris@sfb288.math.tu-berlin.de

Received: 15 September 1998 / Accepted: 26 January 1999

Abstract: We develop the theory of discrete time Lagrangian mechanics on Lie groups,
originated in the work of Veselov and Moser, and the theory of Lagrangian reduction
in the discrete time setting. The results thus obtained are applied to the investigation of
an integrable time discretization of a famous integrable system of classical mechanics
– the Lagrange top. We recall the derivation of the Euler–Poinsot equations of motion
both in the frame moving with the body and in the rest frame (the latter ones being
less widely known). We find a discrete time Lagrange function turning into the known
continuous time Lagrangian in the continuous limit, and elaborate both descriptions
of the resulting discrete time system, namely in the body frame and in the rest frame.
This system naturally inherits Poisson properties of the continuous time system, the
integrals of motion being deformed. The discrete time Lax representations are also
found. Kirchhoff’s kinetic analogy between elastic curves and motions of the Lagrange
top is also generalised to the discrete context.

1. Introduction

This paper is devoted to the time discretization of a famous integrable system of classical
mechanics – the Lagrange top. This is a special case of rotation of a rigid body around a
fixed point in a homogeneous gravitational field, characterized by the following condi-
tions: the rigid body is rotationally symmetric, i.e. two of its three principal moments of
inertia coincide, and the fixed point lies on the axis of rotational symmetry. We present a
discretization preserving the integrability property, and discuss its rich mechanical and
geometrical structure. Notice that until recently [B] only the integrable Euler case of the
rigid body motion was discretized preserving integrability [V,MV,BLS]. Consult also
[AL,H,DJM,QNCV] for some fundamental early papers on the subject of integrable dis-
cretizations, and [BP,S] for reviews of this topic reflecting the viewpoints of the present
authors and containing extensive bibliography.
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We found the standard presentation of the Lagrange top in mechanical textbooks
insufficient in several respects, and therefore chose to write this paper in a pedagogical
manner, giving a systematic account of the new results along with the well known ones
represented in a form suitable for our present purposes. The paper is organized as follows.

The introduction recalls the classical Euler–Poinsot equations for the motion of the
spinning top in the frame moving with the body. Further, we give less known Euler–
Poinsot equations describing the Lagrange top in the rest frame (they cannot be directly
generalized to a general top case). We finish the introduction by announcing a beautiful
time discretization of the latter equations.

In order to derive this discretization systematically, we need some formalism of dis-
crete time Lagrangian mechanics on Lie groups.The discrete time Lagrangian mechanics
were introduced by Veselov [V,MV], see also [WM], but the case of Lie groups have
certain specific features which, in our opinion, were not worked out sufficiently. In par-
ticular, there lacks a systematic account of the discrete time version of the Lagrangian
reduction (which is fairly well understood in the continuous time setting, cf. [MS,HMR]).
Also, we think that some technical details in [V,MV,WM] could be amended: in work-
ing with variational equations these authors systematically use Lagrange multipliers
instead of introducing proper notions such as Lie derivatives (specific for Lie groups as
opposed to general manifolds). Therefore we give a detailed exposition of the discrete
time Lagrangian mechanics on Lie groups in Sect. 3. In order to underline an absolute
parallelism of its structure with that of the continuous time Lagrangian mechanics, we
included in Sect. 2 also a presentation of (a fragment of) the latter, which is, of course,
by no means original.

Section 4 is devoted to a Lagrangian derivation of equations of motion of the Lagrange
top, both in the rest and in the body frames. Finally, in Sect. 5 we do the same work for
a discrete time Lagrange top.

It has to be mentioned that the actual motivation for the present development came
from differential geometry, more precisely, from the theory of elastic curves. A brief
account of the relations between spinning tops and elastic curves is given in Sect. 6.

We also give three appendices. Appendix A is for fixing the notations of Lie group
theory. In Appendix B we collect the main results of Sect. 2, 3 in the form of an easy–to–
use table. Finally, Appendix C contains some conventions and simple technical results
on a specific Lie group we work with, namely onSU(2). It should be remarked here that
our experience with various integrable discretizations convinced us that working with
this group has many advantages when compared to the groupSO(3), more traditional
in this context.

A standard form of equations of motion describing rotation of a rigid body around a
fixed point in a homogeneous gravity field is the following:{

Ṁ = M × �(M) + P × A,

Ṗ = P × �(M).
(1.1)

Here M = (M1, M2, M3)
T ∈ R

3 is the vector of kinetic momentum of the body,
expressed in the so-called body frame. This frame is firmly attached to the body, its
origin is in the body’s fixed point, and its axes coincide with the principal inertia axes
of the body. The inertia tensor of the body in this frame is diagonal:

J =
J1 0 0

0 J2 0
0 0 J3

 . (1.2)
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For the vector� = �(M) of the angular velocity we have:

� = �(M) = J−1M = (J−1
1 M1, J

−1
2 M2, J

−1
3 M3)

T ∈ R
3. (1.3)

The vectorP = (P1, P2, P3)
T ∈ R

3 is the unit vector along the gravity field, with
respect to the body frame. Finally,A = (A1, A2, A3)

T ∈ R
3 is the vector pointing from

the fixed point to the center of mass of the body. It is a constant vector in the body frame.
It is well known that the system (1.1) is Hamiltonian with respect to the Lie–Poisson

bracket of the Lie algebrae(3) of the Lie groupE(3) of euclidean motions ofR3, i.e.
with respect to the Poisson bracket

{Mi, Mj } = εijkMk, {Mi, Pj } = εijkPk, {Pi, Pj } = 0, (1.4)

whereεijk is the sign of the permutation(ijk) of (123). The Hamiltonian equations of
motion for an arbitrary Hamilton functionH = H(M, P ) in the bracket (1.4) read:{

Ṁ = M × ∇MH + P × ∇P H,

Ṗ = P × ∇MH,
(1.5)

which coincides with (1.1) if

H(M, P ) = 1

2
〈M, �(M)〉 + 〈P, A〉. (1.6)

(Here〈·, ·〉 stands for the standard euclidean scalar product inR
3). The Poisson bracket

(1.4) has two Casimir functions,

C = 〈M, P 〉 and 〈P, P 〉, (1.7)

which are therefore integrals of motion for (1.1) in involution withH(M, P ) (and with
any other function on the phase space).

The Lagrange case of the rigid body motion (the Lagrange top, for brevity), is char-
acterized by the following data:J1 = J2, which means that the body is rotationally
symmetric with respect to the third coordinate axis), andA1 = A2 = 0, which means
that the fixed point lies on the symmetry axis. Choosing units properly, we may assume
that

J1 = J2 = 1, J3 = α, A = (0, 0, 1)T . (1.8)

The system (1.1) has in this case an additional integral of motion,

M3 = 〈M, A〉, (1.9)

which is also in involution withH(M, P ), and assures therefore the complete integra-
bility of the flow (1.1). For an actual integration of this flow in terms of elliptic functions
see, e.g., [G,KS], and for a more modern account [RM,Au,CB].

Remarkable as it is, this result is, however, somewhat unsatisfying from the practical
point of view. Indeed, one is usually interested in describing the motion of the top in
the rest frame, which does not move in the physical space. It is less known that for the
Lagrange top the corresponding equations of motion are also very nice and, actually,
even somewhat simpler than (1.1):{

ṁ = p × a,

ȧ = m × a.
(1.10)
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Herem = (m1, m2, m3)
T ∈ R

3 is the vector of kinetic momentum of the body, expressed
in the rest frame,p is the unit vector along the gravity field, also expressed in the rest
frame, so that it becomes constant:

p = (0, 0, 1)T , (1.11)

anda = (a1, a2, a3)
T ∈ R

3 is the vector pointing from the fixed point to the center of
mass, expressed in the rest frame.An exterior observer is mainly interested in the motion
of the symmetry axis of the top, which is described by the vectora.

The system (1.10) has several remarkable features. First of all, it does not depend
explicitly on the anisotropy parameterα of the inertia tensor. Second, it is Hamiltonian
with respect to the Lie–Poisson bracket ofe(3):

{mi, mj } = −εijkmk, {mi, aj } = −εijkak, {ai, aj } = 0. (1.12)

For an arbitrary Hamilton functionH(m, a), the Hamiltonian equations of motion in
this bracket read: {

ṁ = ∇mH × m + ∇aH × a,

ȧ = ∇mH × a.
(1.13)

These equations coincide with (1.10), if

H0(m, a) = 1

2
〈m, m〉 + 〈p, a〉. (1.14)

Of course, the functions

c = 〈m, a〉 and 〈a, a〉, (1.15)

are Casimirs of the bracket (1.12), and therefore are integrals of motion for (1.10) in
involution withH0(m, a) (and with any other function on the phase space).An additional
integral of motion in involution withH0(m, a), assuring the complete integrability of
the system (1.10), is:

m3 = 〈m, p〉. (1.16)

In the main text we give a Lagrangian derivation of equations of motion (1.1) and
(1.10) and an explanation of their Hamiltonian nature and integrability. Then we present
a discrete Lagrangian function generating two maps approximating (1.1) and (1.10),
respectively. Most beautiful is the discretization of (1.10):{

mk+1 − mk = ε p × ak,

ak+1 − ak = ε

2
mk+1 × (ak + ak+1).

(1.17)

It is easy to see that the second equation in (1.17) can be uniquely solved forak+1, so
that (1.17) defines a map(mk, ak) 7→ (mk+1, ak+1), approximating, for smallε, the time
ε shift along the trajectories of (1.10). This distinguishes the situation from the one in
[MV] where Lagrangian equations led to correspondences rather than to maps. We shall
demonstrate that the map (1.17) is Poisson with respect to the bracket (1.12), so that
the Casimirs (1.15) are integrals of motion. It is also obvious that (1.16) is an integral
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of motion. Most remarkably, this map has another integral of motion – an analog of the
Hamiltonian:

Hε(m, a) = 1

2
〈m, m〉 + 〈a, p〉 + ε

2
〈a × m, p〉. (1.18)

The function (1.18) is in involution with (1.16), which renders the map (1.17) completely
integrable. A similar discretization for the equations of motion in the body frame (1.1)
is slightly less elegant.

2. Lagrangian Mechanics onT G (Continuous Time Case)

Let L(g, ġ) : T G 7→ R be a smooth function on the tangent bundle of the Lie group
G, called theLagrange function. For an arbitrary functiong(t) : [t0, t1] 7→ G one can
consider theaction functional

S =
∫ t1

t0

L(g(t), ġ(t))dt. (2.1)

A standard argument shows that the functionsg(t) yielding extrema of this functional
(in the class of variations preservingg(t0) andg(t1)), satisfy with necessity theEuler–
Lagrange equations. In local coordinates{gi} onG they read:

d

dt

(
∂L
∂ġi

)
= ∂L

∂gi
. (2.2)

The action functionalS is independent of the choice of local coordinates, and thus the
Euler–Lagrange equations are actually coordinate independent as well. For a coordinate–
free description in the language of differential geometry, see [A,MR].

Introducing the quantities1

5 = ∇ġL ∈ T ∗
g G, (2.3)

one defines theLegendre transformation:

(g, ġ) ∈ T G 7→ (g, 5) ∈ T ∗G. (2.4)

If it is invertible, i.e. if ġ can be expressed through(g, 5), then the Legendre transfor-
mation of the Euler–Lagrange equations (2.2) yield aHamiltonian systemonT ∗G with
respect to the standard symplectic structure onT ∗G and with the Hamilton function

H(g, 5) = 〈5, ġ〉 − L(g, ġ), (2.5)

(where, of course,̇g has to be expressed through(g, 5)). Finally, we want to men-
tion the Noether construction for deriving the existence of integrals of motion of the
Euler–Lagrange equations from the symmetry groups of the Lagrange function. We
shall formulate the simplest form of Noether’s theorem, where Lagrangian functions are
invariant under the action of one-dimensional groups. Letζ ∈ g be a fixed element, and
consider a one-parameter subgroup

G(ζ) = {ecζ : c ∈ R} ⊂ G. (2.6)

1 For the notations from the Lie groups theory used in this and subsequent sections see Appendix A.
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Proposition 1. a) Let the Lagrange function be invariant under the action ofG(ζ) on
T G induced byleft translations onG:

L(ecζ g, Lecζ ∗ġ) = L(g, ġ). (2.7)

Then the following function is an integral of motion of the Euler–Lagrange equa-
tions:

〈R∗
g(∇ġL), ζ 〉 = 〈R∗

g5, ζ 〉. (2.8)

b) Let the Lagrange function be invariant under the action ofG(ζ) onT G induced by
right translations onG:

L(gecζ , Recζ ∗ġ) = L(g, ġ). (2.9)

Then the following function is an integral of motion of the Euler–Lagrange equa-
tions:

〈L∗
g(∇ġL), ζ 〉 = 〈L∗

g5, ζ 〉. (2.10)

Proof. Differentiate (2.7) (or (2.9)) with respect toc, setc = 0, and use the Euler–
Lagrange equations.ut

For a detailed proof of the general version of the Noether theorem see [A,MR].
In practice, it turns out to be more convenient to work not with the tangent bundleT G,

but with its trivializationsG × g, which is achieved by translating the vectorġ ∈ TgG

into the group unit via left or right translations.

2.1. Left trivialization. Consider the trivialization map

(g, �) ∈ G × g 7→ (g, ġ) ∈ T G, (2.11)

where

ġ = Lg∗� ⇔ � = Lg−1∗ġ. (2.12)

The trivialization (2.11) of the tangent bundleT G induces the following trivialization
of the cotangent bundleT ∗G:

(g, M) ∈ G × g∗ 7→ (g, 5) ∈ T ∗G, (2.13)

where

5 = L∗
g−1M ⇔ M = L∗

g5. (2.14)

Denote the pull-back of the Lagrange function through

L (l)(g, �) = L(g, ġ), (2.15)

so that

L (l)(g, �) : G × g 7→ R.
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We want to find differential equations satisfied by those functions(g(t), �(t)) : [t0, t1]
7→ G × g delivering extrema of the action functional

S(l) =
∫ t1

t0

L (l)(g(t), �(t))dt

and such that

�(t) = Lg−1(t)∗ġ(t).

Admissible variations of(g(t), �(t)) are those preserving the latter equality and the
valuesg(t0), g(t1).

Proposition 2. The differential equations for extremals of the functionalS(l) read: Ṁ = ad∗ � · M + d ′
gL (l),

ġ = Lg∗�,

(2.16)

where2

M = ∇�L (l) ∈ g∗. (2.17)

If the Legendre transformation

(g, �) ∈ G × g 7→ (g, M) ∈ G × g∗ (2.18)

is invertible, it turns(2.16)into a Hamiltonian form onG×g∗ with the Hamilton function

H(g, M) = 〈M, �〉 − L (l)(g, �), (2.19)

(where, of course,� has to be expressed through(g, M)); the underlying invariant
Poisson bracket onG × g∗ is the pull-back of the standard symplectic bracket onT ∗G,
so that for two arbitrary functionsf1,2(g, M) : G × g∗ 7→ R we have:

{f1, f2} = −〈d ′
gf1, ∇Mf2〉 + 〈d ′

gf2, ∇Mf1〉 + 〈M, [∇Mf1, ∇Mf2] 〉. (2.20)

Proof. The equations of motion (2.16) may be derived by pulling back Eqs. (2.2) under
the trivialization map (2.11), but it is somewhat simpler to derive them independently.
To this end, consider the admissible variations of(g(t), �(t)) in the form

g(t, ε) = g(t)eεη(t), where η(t) : [t0, t1] 7→ g, η(t0) = η(t1) = 0,

and

�(t, ε) = Lg−1(t,ε)∗ġ(t, ε) = Ad e−εη(t) · �(t) + εη̇(t) + O(ε2)

= �(t) + ε
(
η̇(t) + [�(t), η(t)]

)
+ O(ε2).

2 Recall (see Appendix A) that for an arbitrary smooth functionf : G 7→ R its right Lie derivatived ′f
and left Lie derivativedf are functions fromG into g∗ defined via the formulas

〈df (g), η〉 = d

dε
f (eεηg)

∣∣∣∣
ε=0

, 〈d ′f (g), η〉 = d

dε
f (geεη)

∣∣∣∣
ε=0

, ∀η ∈ g.
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So, equating the variation of action to zero, we get:

0 = dS(l)

dε

∣∣∣∣∣
ε=0

=
∫ t1

t0

(
〈 d ′

gL (l), η 〉 + 〈∇�L (l), η̇ + ad� · η 〉
)

dt.

Integrating the term witḣη by parts and taking into accountη(t0) = η(t1) = 0, we come
to: ∫ t1

t0

〈 d ′
gL (l) + ad∗ � · ∇�L (l) − d

dt
(∇�L (l)), η 〉 dt = 0.

Due to arbitrariness ofη(t) the following equation holds:

d

dt
(∇�L (l)) = ad∗ � · ∇�L (l) + d ′

gL (l).

It remains to notice thatM defined by (2.14), (2.3), i.e.M = L∗
g∇ġL , coincides

with (2.17), as it follows from (2.12).ut
Remark 1.In the case whenL(g, ġ) is left G-invariant, i.e.L (l)(g, �) does not actually
depend ong, the first equation in the system (2.16) becomes the standard (left) Lie–
Poisson equatioṅM = ad∗ � · M, see e.g. [MR].

Remark 2.Variations of the angular velocity of the forṁη + [�, η] used in the above
proof, are standard in the theory of Euler–Poincaré equations, cf. [MS,MRW,HMR].

We now observe what Noether’s theorem (more exactly, its version in Proposition
2.1) yields under left trivialization.

Proposition 3. a) Let the Lagrange functionL (l)(g, �) be invariant under the action
of G(ζ) onG × g induced byleft translations onG:

L (l)(ecζ g, �) = L (l)(g, �). (2.21)

Then the following function is an integral of motion of the Euler–Lagrange equations:

〈Ad∗ g−1 · ∇�L (l), ζ 〉 = 〈M, Ad g−1 · ζ 〉. (2.22)

b) Let the Lagrange functionL (l)(g, �) be invariant under the action ofG(ζ) onG×g
induced byright translations onG:

L (l)(gecζ , Ad e−cζ · �) = L (l)(g, �). (2.23)

Then the following function is an integral of motion of the Euler–Lagrange equations:

〈∇�L (l), ζ 〉 = 〈M, ζ 〉. (2.24)
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We finish this subsection by discussing the reduction procedure relevant for later
applications. Let us assume that there holds a condition somewhat stronger than (2.21),
namely, that the functionL (l) is left invariant under the action of a subgroup somewhat
larger thanG(ζ). Fix an elementζ ∈ g, and consider the isotropy subgroupG[ζ ] of ζ

with respect to the adjoint action ofG, i.e.

G[ζ ] = {h : Ad h · ζ = ζ } ⊂ G. (2.25)

Obviously,G(ζ) ⊂ G[ζ ]. Suppose that the Lagrange functionL (l)(g, �) is invariant
under the action ofG[ζ ] onG × g induced byleft translations onG:

L (l)(hg, �) = L (l)(g, �), h ∈ G[ζ ]. (2.26)

We want to reduce the Euler–Lagrange equations with respect to this action.As a section
(G × g)/G[ζ ] we choose the setgζ × g, wheregζ is the orbit ofζ under the adjoint
action ofG:

gζ = {Ad g · ζ , g ∈ G} ⊂ g. (2.27)

We define the reduced Lagrange functionL(l) : gζ × g 7→ R as

L(l)(P , �) = L (l)(g, �), where P = Ad g−1 · ζ. (2.28)

This definition is correct, because from

P = Ad g−1
1 · ζ = Ad g−1

2 · ζ

there follows Adg2g
−1
1 · ζ = ζ , so thatg2g

−1
1 ∈ G[ζ ], andL (l)(g1, �) = L (l)(g2, �).

Proposition 4. Consider the reduction(g, �) 7→ (P, �). The reduced Euler–Lagrange
equations(2.16)read: {

Ṁ = ad∗ � · M + ad∗ P · ∇P L(l),

Ṗ = [P, �], (2.29)

where

M = ∇�L(l) ∈ g∗. (2.30)

If the Legendre transformation

(P, �) ∈ gζ × g 7→ (P, M) ∈ gζ × g∗ (2.31)

is invertible, it turns(2.29) into a Hamiltonian system ongζ × g∗, with the Hamilton
function

H(P, M) = 〈M, �〉 − L(l)(P , �), (2.32)

where� has to be expressed through(P, M); the underlying invariant Poisson structure
ongζ × g∗ is given by the following formula:

{F1, F2} = −〈∇P F1, [P, ∇MF2] 〉 + 〈∇P F2, [P, ∇MF1] 〉 + 〈M, [∇MF1, ∇MF2] 〉
(2.33)
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for two arbitrary functionsF1,2(P, M) : gζ × g∗ 7→ R. (This formula indeed defines a
Poisson bracket on all ofg × g∗).

In addition to the integral of motion(2.32), the equations of motion(2.29)always
have the following integral of motion:

C = 〈M, P 〉. (2.34)

This function is a Casimir of the bracket(2.33).

Proof. The proof is a consequence of the following formulas:

d ′
gL (l) = ad∗ P · ∇P L(l), ∇�L (l) = ∇�L(l),

which are easy to derive from the definitions, and similar formulas connecting the Lie
derivatives off1,2 with the gradients ofF1,2. ut

2.2. Right trivialization.All constructions in this subsection are absolutely parallel to
those of the previous one, therefore we restrict ourselves to the formulation and omit all
proofs.

Consider the trivialization map

(g, ω) ∈ G × g 7→ (g, ġ) ∈ T G, (2.35)

where

ġ = Rg∗ω ⇔ ω = Rg−1∗ġ. (2.36)

This trivialization of the tangent bundleT G induces the following trivialization of the
cotangent bundleT ∗G:

(g, m) ∈ G × g∗ 7→ (g, 5) ∈ T ∗G, (2.37)

where

5 = R∗
g−1m ⇔ m = R∗

g5. (2.38)

The pull-back of the Lagrange function is denoted through

L (r)(g, ω) = L(g, ġ). (2.39)

Proposition 5. The differential equations for the extremals of the functional

S(r) =
∫ t1

t0

L (r)(g(t), ω(t))dt

read: {
ṁ = −ad∗ ω · m + dgL (r),

ġ = Rg∗ω,
(2.40)
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where

m = ∇ωL (r) ∈ g∗. (2.41)

If the Legendre transformation

(g, ω) ∈ G × g 7→ (g, m) ∈ G × g∗ (2.42)

is invertible, it turns(2.40)into a Hamiltonian form onG×g∗ with the Hamilton function

H(g, m) = 〈m, ω〉 − L (r)(g, ω), (2.43)

whereω has to be expressed through(g, m); the underlying invariant Poisson bracket
onG × g∗ is the pull-back of the standard symplectic bracket onT ∗G, so that for two
arbitrary functionsf1,2(g, m) : G × g∗ 7→ R we have:

{f1, f2} = −〈dgf1, ∇mf2〉 + 〈dgf2, ∇mf1〉 − 〈m, [∇mf1, ∇mf2] 〉. (2.44)

Remark 3.In the case whenL(g, ġ) is rightG-invariant, i.e.L (r)(g, ω) does not depend
on g, the first equation in the system (2.40) becomes the standard (right) Lie–Poisson
equationṁ = −ad∗ ω · m.

A version of Noether’s theorem takes the following form:

Proposition 6. a) Let the Lagrange functionL (r)(g, ω) be invariant under the action
of G(ζ) onG × g induced byleft translations onG:

L (r)(ecζ g, Ad ecζ · ω) = L (r)(g, ω). (2.45)

Then the following function is an integral of motion of the Euler–Lagrange equations:

〈∇ωL (r), ζ 〉 = 〈m, ζ 〉. (2.46)

b) Let the Lagrange functionL (r)(g, ω) be invariant under the action ofG(ζ) onG×g
induced byright translations onG:

L (r)(gecζ , ω) = L (r)(g, ω). (2.47)

Then the following function is an integral of motion of the Euler–Lagrange equations:

〈Ad∗ g · ∇ωL (r), ζ 〉 = 〈m, Ad g · ζ 〉. (2.48)

Turning to the reduction procedure, suppose that the Lagrange functionL (r)(g, ω) is
invariant under the action ofG[ζ ] onG × g induced byright translations onG:

L (r)(gh, ω) = L (r)(g, ω), h ∈ G[ζ ] (2.49)

We define the reduced Lagrange functionL(r) : gζ × g 7→ R as

L(r)(a, ω) = L (r)(g, ω), where a = Ad g · ζ. (2.50)
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Proposition 7. Consider the reduction(g, ω) 7→ (a, ω). The reduced Euler–Lagrange
equations(2.40)read: {

ṁ = −ad∗ ω · m − ad∗ a · ∇aL(r),

ȧ = [ω, a], (2.51)

where

m = ∇ωL(r) ∈ g∗. (2.52)

If the Legendre transformation

(a, ω) ∈ gζ × g 7→ (a, m) ∈ gζ × g∗ (2.53)

is invertible, it turns(2.51) into a Hamiltonian system ongζ × g∗, with the Hamilton
function

H(a, m) = 〈m, ω〉 − L(r)(a, ω), (2.54)

whereω has to be expressed through(a, m); the underlying invariant Poisson structure
ongζ × g∗ is given by the following formula:

{F1, F2} = 〈∇aF1, [a, ∇mF2] 〉 − 〈∇aF2, [a, ∇mF1] 〉 − 〈m, [∇mF1, ∇mF2] 〉 (2.55)

for two arbitrary functionsF1,2(a, m) : gζ × g∗ 7→ R. (This formula indeed defines a
Poisson bracket on all ofg × g∗.)

In addition to the integral of motion(2.54), the equations of motion(2.51)always
have the following integral of motion:

c = 〈m, a 〉. (2.56)

This function is a Casimir of the bracket(2.55).

Notice that the brackets (2.33) and (2.55) essentially coincide (differ only by a sign).

Remark 4.For future reference notice that the elements�, ω ∈ g andM, m ∈ g∗ are
related via the formulas

� = Ad g−1 · ω, (2.57)

M = Ad∗ g · m. (2.58)

3. Lagrangian Mechanics onG × G (Discrete Time Case)

We now turn to the discrete time analog of the previous constructions, introduced in [V,
MV]. Our presentation is an adaptation of the Moser–Veselov construction for the case
when the basic manifold is a Lie group. We shall see that almost all constructions of the
previous section have their discrete time analogs. The only exception is the existence of
the “energy” integral (2.5).

Let L(g, ĝ) : G × G be a smooth function, called the (discrete time)Lagrange
function. For an arbitrary sequence{gk ∈ G, k = k0, k0 + 1, . . . , k1} one can consider
theaction functional

S =
k1−1∑
k=k0

L(gk, gk+1). (3.1)
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Obviously, the sequences{gk} delivering extrema of this functional (in the class of
variations preservinggk0 andgk1), satisfy with necessity thediscrete Euler–Lagrange
equations:

∇1L(gk, gk+1) + ∇2L(gk−1, gk) = 0. (3.2)

Here∇1L(g, ĝ) (∇2L(g, ĝ)) denotes the gradient ofL(g, ĝ) with respect to the first
argumentg (resp. the second argumentĝ). Recall (see Appendix A) that for an arbitrary
smooth functionf : G 7→ R its gradient is defined as∇f (g) = R∗

g−1 df (g) =
L∗

g−1 d ′f (g). So, in our case, whenG is a Lie group and not just a general smooth
manifold, Eq. (3.2) is written in a coordinate free form, using the intrinsic notions of the
Lie theory. An invariant formulation of the Euler–Lagrange equations in the continuous
time case is more sophisticated, see, e.g., [MR]. (Notice that (2.2) are written in local
coordinates.) This fact seems to underline the fundamental character of discrete Euler–
Lagrange equations.

Equation (3.2) is an implicit equation forgk+1. In general, it has more than one
solution, and therefore defines a correspondence (multi–valued map)(gk−1, gk) 7→
(gk, gk+1). To discuss symplectic properties of this correspondence, one defines:

5k = ∇2L(gk−1, gk) ∈ T ∗
gk

G. (3.3)

Then (3.2) may be rewritten as the following system:{
5k = −∇1L(gk, gk+1),

5k+1 = ∇2L(gk, gk+1).
(3.4)

This system defines a (multivalued) map(gk, 5k) 7→ (gk+1, 5k+1) of T ∗G into itself.
More precisely, the first equation in (3.4) is an implicit equation forgk+1, while the
second one allows for the explicit and unique calculation of5k+1, knowing gk and
gk+1. As demonstrated in [V,MV], this mapT ∗G 7→ T ∗G is symplectic with respect
to the standard symplectic structure onT ∗G.

For discrete Euler–Lagrange equations there holds an analog of Noether’s theorem.
Again, we give only the simplest version thereof.

Proposition 8. a) Let the Lagrange function be invariant under the action ofG(ζ) on
G × G induced byleft translations onG:

L(ecζ g, ecζ ĝ) = L(g, ĝ). (3.5)

Then the following function is an integral of motion of the discrete Euler–Lagrange
equations:

〈d2L(gk−1, gk), ζ 〉 = 〈R∗
gk

5k, ζ 〉. (3.6)

b) Let the Lagrange function be invariant under the action ofG(ζ) on G × G induced
by right translations onG:

L(gecζ , ĝecζ ) = L(g, ĝ). (3.7)

Then the following function is an integral of motion of the Euler–Lagrange equations:

〈−d ′
1L(gk, gk+1), ζ 〉 = 〈L∗

gk
5k, ζ 〉. (3.8)
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Proof. Since both statements are proved similarly, we restrict ourselves to proof of the
first one. To this end differentiate (3.5) with respect toc and setc = 0. Writing(gk, gk+1)

for (g, ĝ), we get:

〈d1L(gk, gk+1), ζ 〉 + 〈d2L(gk, gk+1), ζ 〉 = 0.

But the discrete Euler–Lagrange equations imply that

d1L(gk, gk+1) = −d2L(gk−1, gk).

Hence

〈d2L(gk, gk+1), ζ 〉 = 〈d2L(gk−1, gk), ζ 〉,
and the statement is proved.ut

Notice that the expressions of the Noether integrals in terms of(g, 5) areexactlythe
same as in the continuous time case.

3.1. Left trivialization.Actually, the tangent bundleT G does not appear in the discrete
time context at all. We shall see that the analogs of the “angular velocities”�, ω live
not in TgG but in G itself. On the contrary, the cotangent bundleT ∗G still plays an
important role in the discrete time theory, and it is still convenient to trivialize it. This
subsection is devoted to the constructions related to the left trivialization.

Consider the map

(gk, Wk) ∈ G × G 7→ (gk, gk+1) ∈ G × G, (3.9)

where

gk+1 = gkWk ⇔ Wk = g−1
k gk+1. (3.10)

The group elementWk is an analog of the left angular velocity� from (2.12). In the
continuous limitWk lies in a neighborhood of the group unitye, more precisely, it
approximateseε�.

Consider also the left trivialization of the cotangent bundleT ∗G:

(gk, Mk) ∈ G × g∗ 7→ (gk, 5k) ∈ T ∗G, (3.11)

where

5k = L∗
g−1
k

Mk ⇔ Mk = L∗
gk

5k. (3.12)

Denote the pull-back of the Lagrange function under (3.9) through

L
(l)(gk, Wk) = L(gk, gk+1). (3.13)

We want to find difference equations satisfied by the sequences{(gk, Wk) , k = k0, . . . ,

k1 − 1} delivering extrema of the action functional

S(l) =
k1−1∑
k0

L
(l)(gk, Wk),

and satisfyingWk = g−1
k gk+1. Admissible variations of{(gk, Wk)} are those preserving

the values ofgk0 andgk1 = gk1−1Wk1−1.



Discrete Lagrange Top 161

Proposition 9. The difference equations for extremals of the functionalS(l) read:{
Ad∗ W−1

k · Mk+1 = Mk + d ′
gL

(l)(gk, Wk),

gk+1 = gkWk,
(3.14)

where

Mk = d ′
W L

(l)(gk−1, Wk−1) ∈ g∗. (3.15)

If the “Legendre transformation”

(gk−1, Wk−1) ∈ G × G 7→ (gk, Mk) ∈ G × g∗, (3.16)

wheregk = gk−1Wk−1, is invertible, then(3.14) defines a map(gk, Mk) 7→ (gk+1,

Mk+1) which is symplectic with respect to the Poisson bracket(2.20)onG × g∗.

Proof. The simplest way to derive (3.14) is to pull back Eqs. (3.2) under the map (3.9).
To do this, first rewrite (3.2) as

d ′
1L(gk, gk+1) + d ′

2L(gk−1, gk) = 0. (3.17)

We have to express these Lie derivatives in terms of(g, W). The answer is this:

d ′
2L(gk−1, gk) = d ′

W L
(l)(gk−1, Wk−1), (3.18)

d ′
1L(gk, gk+1) = d ′

gL
(l)(gk, Wk) − dW L

(l)(gk, Wk). (3.19)

Indeed, let us prove, for example, the (less obvious) (3.19). We have:

〈d ′
1L(gk, gk+1), η〉 = d

dε
L(gke

εη, gk+1)

∣∣∣∣
ε=0

= d

dε
L

(l)(gke
εη, e−εηWk)

∣∣∣∣
ε=0

= 〈d ′
gL

(l)(gk, Wk), η〉 − 〈dW L
(l)(gk, Wk), η〉.

It remains to substitute (3.18), (3.19) into (3.17). Taking into account that

dW L
(l)(gk, Wk) = Ad∗ W−1

k · d ′
gL

(l)(gk, Wk)

we find (3.14). Finally, notice that the notation (3.15) is consistent with the defini-
tions (3.3), (3.12). Indeed, from these definitions it follows:Mk = d ′

2L(gk−1, gk), and
the reference to (3.18) finishes the proof.ut

We now observe what the discrete time version of the Noether theorem from Propo-
sition 3.1 yields under left trivialization.

Proposition 10. a) Let the Lagrange functionL(l)(g, W) be invariant under the action
of G(ζ) onG × g induced byleft translations onG:

L
(l)(ecζ g, W) = L

(l)(g, W). (3.20)

Then the following function is an integral of motion of the Euler–Lagrange equations:

〈Ad∗ g−1
k · d ′

W L
(l)(gk−1, Wk−1), ζ 〉 = 〈Mk, Ad g−1

k · ζ 〉. (3.21)
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b) Let the Lagrange functionL(l)(g, W) be invariant under the action ofG(ζ) onG×G

induced byright translations onG:

L
(l)(gecζ , e−cζ Wecζ ) = L

(l)(g, W). (3.22)

Then the following function is an integral of motion of the Euler–Lagrange equations:

〈d ′
W L

(l)(gk−1, Wk−1), ζ 〉 = 〈Mk, ζ 〉. (3.23)

We discuss now the reduction procedure. Assume that the functionL
(l) is invariant

under the action ofG[ζ ] onG × G induced byleft translations onG:

L
(l)(hg, W) = L

(l)(g, W), h ∈ G[ζ ]. (3.24)

Define the reduced Lagrange function3(l) : gζ × G 7→ R as

3(l)(P, W) = L
(l)(g, W), where P = Ad g−1 · ζ. (3.25)

Proposition 11. Consider the reduction(g, W) 7→ (P, W). The reduced Euler–La-
grange equations(3.14)read:

{
Ad∗ W−1

k · Mk+1 = Mk + ad∗ Pk · ∇P 3(l)(Pk, Wk),

Pk+1 = Ad W−1
k · Pk,

(3.26)

where

Mk = d ′
W3(l)(Pk−1, Wk−1) ∈ g∗. (3.27)

If the “Legendre transformation”

(Pk−1, Wk−1) ∈ gζ × G 7→ (Pk, Mk) ∈ gζ × g∗, (3.28)

wherePk = Ad W−1
k−1 · Pk−1, is invertible, then(3.26) define a map(Pk, Mk) 7→

(Pk+1, Mk+1) of gζ × g∗ which is Poisson with respect to the Poisson bracket(2.33).
The equations of motion(3.26)always have the following integral of motion:

C = 〈Mk, Pk 〉, (3.29)

which is a Casimir function of the bracket(2.33).
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3.2. Right trivialization.Consider the map

(gk, wk) ∈ G × G 7→ (gk, gk+1) ∈ G × G, (3.30)

where

gk+1 = wkgk ⇔ wk = gk+1g
−1
k . (3.31)

Consider also the right trivialization of the cotangent bundleT ∗G:

(gk, mk) ∈ G × g∗ 7→ (gk, 5k) ∈ T ∗G, (3.32)

where

5k = R∗
g−1
k

mk ⇔ mk = R∗
gk

5k. (3.33)

Denote the pull-back of the Lagrange function under (3.30) through

L
(r)(gk, wk) = L(gk, gk+1). (3.34)

Proposition 12. The difference equations for extremals of the functional

S(r) =
k1−1∑
k0

L
(r)(gk, wk),

read: {
Ad∗ wk · mk+1 = mk + dgL

(r)(gk, wk),

gk+1 = wkgk,
(3.35)

where

mk = dwL
(r)(gk−1, wk−1) ∈ g∗. (3.36)

If the “Legendre transformation”

(gk−1, wk−1) ∈ G × G 7→ (gk, mk) ∈ G × g∗, (3.37)

wheregk = wk−1gk−1, is invertible, then(3.35)define a map(gk, mk) 7→ (gk+1, mk+1)

which is symplectic with respect to the Poisson bracket(2.44)onG × g∗.

Proof. This time the discrete Euler–Lagrange equations (3.2) are rewritten as

d1L(gk, gk+1) + d2L(gk−1, gk) = 0, (3.38)

and the expressions for these Lie derivatives in terms of(g, w) read:

d2L(gk−1, gk) = dwL
(r)(gk−1, wk−1), (3.39)

d1L(gk, gk+1) = dgL
(r)(gk, wk) − d ′

wL
(r)(gk, wk)

= dgL
(r)(gk, wk) − Ad∗ wk · dwL

(r)(gk, wk). (3.40)

The expression (3.36) is consistent with the definitions (3.3), (3.33), which imply that
mk = d2L(gk−1, gk), and a reference to (3.39) finishes the proof.ut
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Proposition 13. a) Let the Lagrange functionL(r)(g, w) be invariant under the action
of G(ζ) onG × G induced byleft translations onG:

L
(r)(ecζ g, ecζ we−cζ ) = L

(r)(g, w). (3.41)

Then the following function is an integral of motion of the Euler–Lagrange equations:

〈dwL
(r)(gk−1, wk−1), ζ 〉 = 〈mk, ζ 〉. (3.42)

b) Let the Lagrange functionL(r)(g, w) be invariant under the action ofG(ζ) onG×g
induced byright translations onG:

L
(r)(gecζ , w) = L

(r)(g, w). (3.43)

Then the following function is an integral of motion of the Euler–Lagrange equations:

〈Ad∗ gk · dwL
(r)(gk−1, wk−1), ζ 〉 = 〈mk, Ad gk · ζ 〉. (3.44)

Finally, we turn to the reduction procedure. Assume that the functionL
(r) is invariant

under the action ofG[ζ ] onG × G induced byright translations onG:

L
(r)(gh, w) = L

(r)(g, w), h ∈ G[ζ ]. (3.45)

Define the reduced Lagrange function3(r) : gζ × G 7→ R as

3(r)(a, w) = L
(r)(g, w), where a = Ad g · ζ. (3.46)

Proposition 14. Consider the reduction(g, w) 7→ (a, w). The reduced Euler–La-
grange equations(3.35)read:{

Ad∗ wk · mk+1 = mk − ad∗ ak · ∇a3
(r)(ak, wk),

ak+1 = Ad wk · ak,
(3.47)

where

mk = dw3(r)(ak−1, wk−1) ∈ g∗. (3.48)

If the “Legendre transformation”

(ak−1, wk−1) ∈ gζ × G 7→ (ak, mk) ∈ gζ × g∗, (3.49)

where ak = Ad wk−1 · ak−1, is invertible, then(3.47) define a map(ak, mk) 7→
(ak+1, mk+1) of gζ × g∗ which is Poisson with respect to the bracket(2.55).

The equations of motion(3.47)always have the following integral of motion:

c = 〈mk, ak 〉, (3.50)

which is a Casimir of the bracket(2.55).

A table summarizing the unreduced and reduced Lagrangian equations of motion,
both in the continuous and discrete time formulations, is put in Appendix B.
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4. Lagrangian Formulation of the Lagrange Top

From now on we always work with the groupG = SU(2), so thatg = su(2), see
Appendix C for necessary background. In particular, we identify vectors fromR

3 with
matrices fromg, and do not distinguish between the vector product inR

3 and the
commutator ing. We write the adjoint group action as a matrix conjugation, and the
operatorsL∗

g, R∗
g as left and right matrix multiplication byg−1, in accordance with (C.4)

and (C.10).
The following table summarizes the integrals of motion and the reductions following

from the symmetries of Lagrange functions, in the terminology of the rigid body motion.

Left symmetry Right symmetry

g 7→ ecpg g 7→ gecA

(rotation aboutp , (rotation aboutA ,

the gravity field axis) the body symmetry axis)

Left trivialization

(g, 5) 7→ (g, M = g−15) 〈M, P 〉 , P = g−1pg 〈M, A〉
(body frame)

Right trivialization

(g, 5) 7→ (g, m = 5g−1) 〈m, p〉 〈m, a〉 , a = gAg−1

(rest frame)

4.1. Body frame formulation.For an arbitrary Lagrangian system onT G, whose La-
grange function may be written as

L(g, ġ) = L(l)(P , �),

where� = g−1ġ, P = g−1pg, the Euler–Lagrange equations of motion take the form{
Ṁ = [M, �] + [∇P L(l), P ]
Ṗ = [P, �], (4.1)

whereM = ∇�L(l). Such systems are characterized by the condition of invariance of
L(g, ġ) under the action ofG(p) onT G induced by left translations onG, i.e.

L(ecpg, ecpġ) = L(g, ġ).

The geometrical meaning of this action is the rotation aroundp – the symmetry axis of
the gravitation field. Consider the Lagrange function of the general top:

L(l)(P , �) = 1

2
〈J�, �〉 − 〈P, A〉 , (4.2)

whereJ : g 7→ g is a linear operator, andA ∈ g is a constant vector. We calculate:

M = ∇�L(l) = J�, ∇P L(l) = −A,
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so that (4.1) takes the form{
Ṁ = [M, �] + [P, A],
Ṗ = [P, �], (4.3)

where

M = J�, (4.4)

which is identical with (1.1). According to Proposition 2.4, this system is Hamiltonian
with respect to the bracket (2.33), which in our case has the coordinate representa-
tion (1.4).

The Lagrange top is distinguished by the relations (1.8). They may be represented in
the following, slightly more invariant fashion:

M = J� = � − (1 − α)〈�, A〉A, (4.5)

i.e. J acts as multiplication byα in the direction of the vectorA, and as the identity
operator in the two orthogonal directions. This allows us to rewrite (4.2) as

L(g, ġ) = L(l)(P , �) = 1

2
〈�, �〉 − 1 − α

2
〈�, A〉2 − 〈P, A〉. (4.6)

In this case the equations of motion (4.3) clearly imply that the following function is an
integral of motion:

C = 〈M, A〉.
This assures the complete integrability of the Lagrange top.

Remark 5.It is easy to see that (4.5) implies〈M, A〉 = α〈�, A〉, which allows us to
invert (4.5) immediately:

� = M + 1 − α

α
〈M, A〉 A. (4.7)

For futher reference, we rewrite this as

� = 1

α
M + 1 − α

α
[A, [A, M]]. (4.8)

This, in turn, allows us to reconstruct the motion of the frameg(t) through the motion
of the reduced variablesM(t), P(t) (actually only throughM(t)). To this end one has
to solve the linear differential equation

ġ = g �.

Remark 6.As almost all known integrable systems, the Lagrange top has a Lax repre-
sentation [RSTS,Au], the original references are [AM,R,RM]. It is straightforward to
check the following Lax representation for (4.3), (4.5) with the matrices from the loop
algebrasu(2)[λ]:

L̇(λ) = [L(λ), U(λ)], (4.9)

where

L(λ) = λ2A + λM + P, U(λ) = λA + �. (4.10)
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4.2. Rest frame formulation.With the formula (4.6), we can clearly rewrite the Lagrange
function only in terms ofω = ġg−1, a = gAg−1:

L(g, ġ) = L(r)(a, ω) = 1

2
〈ω, ω〉 − 1 − α

2
〈ω, a〉2 − 〈p, a〉. (4.11)

The possibility to representL(g, ġ) throughω,a is equivalent to the invariance ofL(g, ġ)

under the action ofG(A) onT G induced by right translations onG:

L(gecA, ġecA) = L(g, ġ).

The geometrical meaning of this action is the rotation aroundA – the symmetry axis of
the top. The Euler–Lagrange equations of motion for such Lagrange functions read:{

ṁ = [ω, m] + [a, ∇aL(r)],
ȧ = [ω, a], (4.12)

wherem = ∇ωL(r). We calculate for the Lagrange function (4.11):

m = ∇ωL(r) = ω − (1 − α)〈ω, a〉a, (4.13)

∇aL(r) = −(1 − α)〈ω, a〉ω − p.

Putting this into (4.12), we find: {
ṁ = [p, a]
ȧ = [m, a] (4.14)

which is identical with (1.10). According to Proposition 2.7, this system is Hamiltonian
with respect to the bracket (2.55), whose coordinate representation coincides with (1.12).

Remark 7.It follows from (4.13) that〈m, a〉 = α〈ω, a〉, so that (4.13) can be easily
inverted:

ω = m + 1 − α

α
〈m, a〉 a. (4.15)

Recall thatc = 〈m, a〉 is a Casimir function of the underlying invariant Poisson bracket
(1.12). Now the latter formula allows us to reconstruct the frame evolution from the
evolution of the reduced variables(m, a) via integration of the linear differential equation

ġ = ωg.

Remark 8.It turns out to be possible to derive from (4.14) a closed second order differ-
ential equation fora. Indeed, take the vector product of the second equation in (1.10) in
order to obtain

m = a × ȧ + ca. (4.16)

Substituting this into the first equation in (1.10), we find:

a × ä + cȧ = p × a. (4.17)
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Remark 9.The Lax representations for (4.14) is, of course, gauge equivalent to the one
for the body frame formulation, but is slightly simpler than the latter [R,RSTS]. It reads:

˙̀(λ) = [`(λ), u(λ)], (4.18)

with the matrices

`(λ) = λ2a + λm + p, u(λ) = λa. (4.19)

In Sect. 6 we indicate how this Lax representation can be derived from the zero curvature
representation of the so-called Heisenberg magnetic.

5. Discrete Time Lagrange Top

We now give (in anad hocmanner) the discrete Lagrange function which is claimed to
lead to a suitable discretization of the Lagrange top. The motivation for the choice of
this function comes from the geometry of curves and will be given in the next section.
Unlike the continuous time case, we start with the rest frame formulation.

5.1. Rest frame formulation.Consider

L(gk, gk+1) = 3(r)(ak, wk)

=−4α

ε
log tr(wk) − 2(1 − α)

ε
log

(
1 + 〈ak, wkakw

−1
k 〉

)
− ε〈p, ak〉,

(5.1)

whereak, wk are defined as in Sect. 3.2:wk = gk+1g
−1
k , ak = gkAg−1

k . Notice that
〈ak, wkakw

−1
k 〉 in (5.1) is nothing but〈ak, ak+1〉. To see that the function (5.1) indeed

gives a proper discretization of (4.11), we shall need the following simple lemma.

Lemma 1. Letw(ε) = 1 + εω + O(ε2) ∈ SU(2) be a smooth curve,ω ∈ su(2). Then

tr(w(ε)) = 2 − ε2

4
〈ω, ω〉 + O(ε3). (5.2)

For an arbitarya ∈ su(2):

〈a, w(ε)aw−1(ε)〉 = 〈a, a〉 − ε2

2

(
〈a, a〉〈ω, ω〉 − 〈a, ω〉2

)
+ O(ε3). (5.3)

Proof. Let w = 1 + εω + ε2v + O(ε3). Then fromww∗ = 1 we get:

v + v∗ + ωω∗ = 0 ⇒ v = 1

2
ω2 + v1, v1 ∈ su(2). (5.4)

Hence

tr(v) = 1

2
tr(ω2) = −1

4
〈ω, ω〉,

which proves (5.2). Similarly, we derive from (5.4):

waw∗ = a + ε[ω, a] + ε2

2
[ω, [ω, a]] + ε2[v1, a] + O(ε3),

which implies (5.3). ut
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With the help of this lemma we immediately see that, ifw = 1+ εω + O(ε2), then,
up to an additive constant,

3(r)(a, w) = εL(r)(a, ω) + O(ε2),

whereL(r)(a, ω) is the Lagrange function (4.11) of the Lagrange top.

Theorem 1. The Euler–Lagrange equations of motion for the Lagrange function(5.1)
are equivalent to the following system:{

mk+1 = mk + ε[p, ak],
ak+1 = ak + ε

2
[mk+1, ak + ak+1]. (5.5)

The second equation of motion can be uniquely solved forak+1:

ak+1 = (1 + εmk+1)ak(1 + εmk+1)
−1. (5.6)

The map(mk, ak) 7→ (mk+1, ak+1) is Poisson with respect to the bracket(1.12)and has
two integrals in involution assuring its complete integrability:〈m, p〉 and

Hε(m, a) = 1

2
〈m, m〉 + 〈a, p〉 + ε

2
〈[a, m], p〉. (5.7)

Proof. According to Proposition 3.7, the Euler–Lagrange equations of motion have the
form: {

w−1
k mk+1wk = mk + [ak, ∇a3

(r)(ak, wk)],
ak+1 = wkakw

−1
k ,

(5.8)

where

mk+1 = dw3(r)(ak, wk). (5.9)

To calculate the derivatives of3(r), we use the following formulas:

dwtr(wk) = −1

2
=(wk), dw〈ak, wkakw

−1
k 〉 = [ak+1, ak]. (5.10)

∇a〈ak, wkakw
−1
k 〉 = ak+1 + w−1

k akwk. (5.11)

Indeed, the first one of these expressions follows from:

〈dwtr(wk), η〉 = d

dε
tr(eεηwk)

∣∣∣∣
ε=0

= tr(ηwk) = tr(η=(wk)) = −1

2
〈=(wk), η〉.

To prove the second one, proceed similarly:

〈dw〈ak, wkakw
−1
k 〉, η〉 = d

dε
〈ak, e

εηwkakw
−1
k e−εη〉

∣∣∣∣
ε=0

= 〈ak, [η, ak+1]〉 = 〈[ak+1, ak], η〉.
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Finally, as for the third expression, we have:

〈∇a〈ak, wkakw
−1
k 〉, η〉 = d

dε
〈ak + εη, wk(ak + εη)w−1

k 〉
∣∣∣∣
ε=0

= 〈ak+1 + w−1
k akwk, η〉.

With the help of (5.10), (5.11) we find the following expressions:

mk+1 = 2α

ε

=(wk)

tr(wk)
− 2(1 − α)

ε

[ak+1, ak]
1 + 〈ak, ak+1〉 , (5.12)

and

w−1
k mk+1wk − [ak, ∇a3

(r)(ak, wk)] =

= 2α

ε

=(wk)

tr(wk)
− 2(1 − α)

ε

[ak+1, ak]
1 + 〈ak, ak+1〉 + ε[ak, p] =mk+1 + ε[ak, p]. (5.13)

Comparing the latter formula with the first equation of motion in (5.8), we find that it
can be rewritten as

mk+1 + ε[ak, p] = mk,

which is equivalent to the first equation of motion in (5.5).
To derive the second one, rewrite the second equation in (5.8) as

0 = ak+1wk − wkak = <(wk)(ak+1 − ak) + ak+1=(wk) − =(wk)ak

= 1

2
tr(wk)(ak+1 − ak) + 1

2
[ak+1 + ak, =(wk)]

(we used Lemma C.3 and the equality〈ak+1 , =(wk)〉 = 〈ak , =(wk)〉 which follows
from the same equationak+1wk = wkak we started with). So, the second equation
in (5.8) is equivalent to

ak+1 − ak =
[ =(wk)

tr(wk)
, ak+1 + ak

]
. (5.14)

On the other hand, for any two unit vectorsak, ak+1 with ak+1 + ak 6= 0 we have:

ak+1 − ak = −
[ [ak+1, ak]

1 + 〈ak, ak+1〉 , ak+1 + ak

]
. (5.15)

Comparing (5.14), (5.15) with (5.12), we find the second equation of motion in (5.5).
Next, we want to show how the second equation of motion in (5.5) can be solved for

ak+1. This equation implies〈ak+1, mk+1〉 = 〈ak, mk+1〉, so that, according to Lemma
C.3, it can be rewritten as

ak+1 + εak+1mk+1 = ak + εmk+1ak,

which is clearly equivalent to (5.6).
The Poisson properties of the map (5.5) are assured by Proposition 3.7.
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It remains to demonstrate that the function (5.7) is indeed an integral of motion. This
is done by the following derivation:

Hε(mk+1, ak+1) = 1

2
〈mk+1, mk+1〉 + 〈ak+1 + ε

2
[ak+1, mk+1] , p 〉

= 1

2
〈mk+1, mk+1〉 + 〈ak − ε

2
[ak, mk+1] , p 〉

= 1

2
〈mk+1, mk+1 − ε[p, ak] 〉 + 〈ak, p 〉

= 1

2
〈mk + ε[p, ak], mk〉 + 〈ak, p 〉 = Hε(mk, ak).

The theorem is proved.ut
Remark 10.The equations of motion (5.5), being written entirely in terms of elements
of the Lie algebrasu(2), are clearly equivalent to the equations of motion (1.17), which
are written in terms of vectors fromR3. The situation with (5.6) is slightly different.
Indeed, it corresponds to the following formula inR

3:

ak+1 = Qk+1ak = 1 + εmk+1/2

1 − εmk+1/2
ak,

where the orthogonal matrixQk+1 ∈ SO(3) is constructed out of the skew–symmetric
matrix mk+1 ∈ so(3) which corresponds to the vectormk+1 ∈ R

3 according to the
following rule:

m = (m1, m2, m3)
T ∈ R

3 ↔ m =
 0 −m3 m2

m3 0 −m1
−m2 m1 0

 ∈ so(3).

Just as in the continuous time case, it is possible to derive a closed second order
difference equation for the motion of the body axisak.

Proposition 15. The sequence ofak satisfies the following equation:

ak ×
(

2ak+1

1 + 〈ak, ak+1〉 + 2ak−1

1 + 〈ak−1, ak〉
)

+εc

(
ak+1 + ak

1 + 〈ak, ak+1〉 − ak + ak−1

1 + 〈ak−1, ak〉
)

= ε2p × ak, (5.16)

wherec = 〈mk, ak〉 is an integral of motion.

Proof. Take a vector product of the second equation of motion in (1.17) byak+1 + ak.
Taking into account that〈mk+1, ak+1〉 = 〈mk+1, ak〉 = c, we find:

2ak × ak+1 = εmk+1(1 + 〈ak, ak+1〉) − εc(ak+1 + ak),

or

mk+1 = 2

ε

ak × ak+1

1 + 〈ak, ak+1〉 + c
ak+1 + ak

1 + 〈ak, ak+1〉 . (5.17)

Plugging this into the first equation of motion in (1.17), we arrive at (5.16).ut
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Further, we demonstrate how to reconstruct the “angular velocity”wk (and therefore
the motion of the framegk) from the evolution of the reduced variables(ak, mk).

Proposition 16. The discrete time evolution of the framegk can be determined from the
linear difference equation

gk+1 = wkgk, (5.18)

wherewk are given by

wk = tr(wk)

2
(1 + εξk), (5.19)

where

ξk = mk+1 + c
1 − α

α

ak+1 + ak

1 + 〈ak, ak+1〉 = 2

ε

ak × ak+1

1 + 〈ak, ak+1〉 + c

α

ak+1 + ak

1 + 〈ak, ak+1〉 ,
(5.20)

and

tr(wk) = 2√
1 + ε2

4
〈ξk, ξk〉

=
√

2
1 + 〈ak, ak+1〉
1 + ε2c2/4α2 . (5.21)

Proof. We combine (5.12) with (5.17) in order to derive the formula

2
=(wk)

tr(wk)
= εξk

with the expressions forξk given in (5.20). Now the reference to Lemma C.2 finishes
the proof. ut

Finally, we give a Lax representation for the map (5.5).

Theorem 2. The map(5.5)has the following Lax representation:

`k+1(λ) = u−1
k (λ)`k(λ)uk(λ), (5.22)

with the matrices

`k(λ) = λ2
(

ak + ε

2
[ak, mk] + ε2

4
p

)
+ λmk + p, uk(λ) = 1 + ελak. (5.23)

Proof. A direct verification. ut
In the next section we present a derivation of this Lax representation from the one

for the so-called lattice Heisenberg magnetic.



Discrete Lagrange Top 173

5.2. Moving frame formulation.Note that the discrete Lagrange function (5.1) may be
also expressed in terms ofPk = g−1

k pgk, Wk = g−1
k gk+1:

L(gk, gk+1) = 3(l)(Pk, Wk)

= − 4α

ε
log tr(Wk) − 2(1 − α)

ε
log

(
1 + 〈A, W−1

k AWk〉
)

− ε〈Pk, A〉.
(5.24)

SinceWk = 1 + ε� + O(ε2), we can apply Lemma 5.1 to see that

3(l)(Pk, Wk) = εL(l)(P , �) + O(ε2),

whereL(l)(P , �) is the Lagrange function (4.6) of the continuous time Lagrange top.
Now, one can derive all results concerning the discrete time Lagrange top in the body
frame from the ones in the rest frame by performing the change of frames so that

Mk = g−1
k mkgk, Pk = g−1

k pgk, A = g−1
k akgk.

Theorem 3. The Euler–Lagrange equations for the Lagrange function(5.24)are equiv-
alent to the following system:{

Mk+1 = W−1
k

(
Mk + ε[Pk, A]

)
Wk,

Pk+1 = W−1
k PkWk,

(5.25)

where the “angular velocity”Wk is determined by the “angular momentum”Mk+1 via
the following formula and Lemma C.2:

2
=(Wk)

tr(Wk)
= ε

α
Mk+1 + 2(1 − α)

α

[
A, (1 + εMk+1)

−1A(1 + εMk+1)
]

1 +
〈
A, (1 + εMk+1)−1A(1 + εMk+1)

〉
= ε

(
1

α
Mk+1 + 1 − α

α
[A, [A, Mk+1]]

)
+ O(ε2). (5.26)

The map(5.25), (5.26)is Poisson with respect to the Poisson bracket(1.4)and has two
integrals in involution assuring its complete integrability:〈M, A〉 and

Hε(M, P ) = 1

2
〈M, M〉 + 〈P, A〉 + ε

2
〈[M, P ], A〉. (5.27)

Remark 11.It might be preferable to expressWk through(Mk, Pk) rather than through
Mk+1 (in particular, this is necessary in order to demonstrate that the map(Mk, Pk) 7→
(Mk+1, Pk+1) is well defined). The corresponding expression reads:

2
=(Wk)

tr(Wk)
= ε

α
(Mk + ε[Pk, A]) − 2(1 − α)

α

[A, WkAW−1
k ]

1 + 〈A, WkAW−1
k 〉 , (5.28)

WkAW−1
k = (1 + εMk + ε2[Pk, A]) A (1 + εMk + ε2[Pk, A])−1. (5.29)
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We see that the resulting formula is similar to (5.26), but its right-hand side depends not
only onMk but also onPk (though this latter dependence appears only inO(ε2) terms).
According to Lemma C.2, both versions allow for the reconstruction of the evolution of
the framegk from the evolution of the reduced variables(Mk, Pk), anyway.

We close this section with a Lax representation for the map (5.25), (5.26).

Theorem 4. The map(5.25), (5.26)has the following Lax representation:

Lk+1(λ) = U−1
k (λ)Lk(λ)Uk(λ), (5.30)

with the matrices

Lk(λ) = λ2
(

A + ε

2
[A, Mk] + ε2

4
Pk

)
+ λMk + Pk, Uk(λ) = (1 + ελA)Wk.

(5.31)

Proof. A direct verification. ut

6. Motivation: Lagrange Top and Elastic Curves

The Lagrange function (5.1) was found using an analogy between the Lagrange top and
the elastic curves as a heuristic tool. The present section is devoted to an exposition of
the corresponding interrelations.

Let γ : [0, l] 7→ R
3 be a smooth curve parametrized by the arclengthx ∈ [0, l].

Defining the tangent vectorT : [0, l] 7→ R
3 asT (x) = γ ′(x), the characteristic property

of the arclength parametrization may be expressed as

|T (x)| = 1, (6.1)

where| · | stands for the euclidean norm. Thecurvatureof the curveγ is defined as

k(x) = |T ′(x)|. (6.2)

Definition 1 ([L,LS]). A classical elastic curve(Bernoulli’s elastica) is a curve deliv-
ering an extremum to the functional∫ l

0
k2(x)dx, (6.3)

the admissible variations of the curve are those preservingγ (0) andγ (l), more precisely,
those preservingγ (l) − γ (0) = ∫ l

0 T (x)dx.

Introducing the Lagrange multipliersp ∈ R
3 corresponding to this constraint, we come

to the functional ∫ l

0

(
|T ′(x)|2 − 2 〈p, T (x)〉

)
dx. (6.4)

Identifying the arclength parameterx with the timet , this functional becomes (twice) the
action functional for thespherical pendulum. So, classical elasticae are in a one-to–one
correspondence with the motions of the spherical pendulum.
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A generalization of these notions toelastic rods(which physically means that they
can be twisted) requires the curves to be framed, i.e. to carry an orthonormal frame
8(x) = (T (x), N(x), B(x)) in each point. In other words, aframed curveis a map8 :
[0, l] 7→ {frames}. The curve itself is then defined by integration:γ (x) = ∫ x

0 T (y)dy.
The following quantities are attributes of a framed curve: thegeodesic curvature

k1(x) = 〈T ′(x), N(x)〉, (6.5)

thenormal curvature

k2(x) = 〈T ′(x), B(x)〉, (6.6)

and thetorsion

τ(x) = 〈N ′(x), B(x)〉. (6.7)

Obviously, one has:k2(x) = k2
1(x) + k2

2(x).

Definition 2 ([L,LS]). An elastic rod (Kirchhoff ’s elastica) is a framed curve deliv-
ering an extremum to the functional∫ l

0

(
k2(x) + ατ2(x)

)
dx (6.8)

with someα 6= 0. The admissible variations of the curve preserve8(0), 8(l), and
γ (l) − γ (0) = ∫ l

0 T (x)dx.

The first term in (6.8) corresponds to the bending energy, the second one corresponds to
the twist energy.

We shall identifyR
3 with su(2), as described in Appendix C, and the frames with

elements of8 ∈ SU(2), according to the following prescription:

T = 8−1e38, N = 8−1e18, B = 8−1e28. (6.9)

Then, denoting

� = −8′8−1, ω = −8−18′, (6.10)

we find:

k1 = 〈ω, B〉 = 〈�, e2〉 = �2, k2 = −〈ω, N〉 = −〈�, e1〉 = −�1, (6.11)

τ = 〈ω, T 〉 = 〈�, e3〉 = �3. (6.12)

So, the variational problem for elastic rods may be formulated as follows: find8 :
[0, l] 7→ SU(2) delivering an extremum of the functional∫ l

0

(
�2

1(x) + �2
2(x) + α�2

3(x) − 2 〈p, T (x)〉
)
dx, (6.13)

wherep is an (x-independent) Lagrange multiplier coming from the condition of fixed
γ (l) − γ (0) = ∫ l

0 T (x)dx. Identifying the arclength parameterx with the time t ,
8(x) = g−1(t), so that�(x) = −8′(x)8−1(x) = g−1(t)ġ(t) = �(t), andT (x) =
8−1(x)e38(x) = g(t)e3g

−1(t) = a(t), we see that the functional (6.13) coincides with
(twice) the action functional for the Lagrange top. This proves the
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Proposition 17 (Kirchhoff’s kinetic analogy, [L]). The frames of arclength parametr-
ized elastic rods are in a one-to-one correspondence with the motions of the Lagrange
top.

Actually, we use another characterization of the elastic rods. From the Euler–Lagrange
equations it follows:

Proposition 18. The torsionτ along the extremals of the functional(6.13)is constant,
and the tangent vectorT (x) satisfies the following second–order differential equation:

T × T ′′ + cT ′ = p × T , (6.14)

wherec = ατ . Conversely, each solutionT (x) of (6.14)corresponds to a curveγ (x),
which, being equipped with a frame with constant torsionτ , delivers an extremum to
the functional(6.13)with α = c/τ .

Equation (6.14) is (4.17) in new notations. The latter differential equation allows the
following interpretation. Consider the so-calledHeisenberg flow. It is defined by the
differential equation

Tt = T × T ′′, (6.15)

and describes the evolution of a curve in the binormal direction with the velocity equal to
the curvature. Here the “time”t has nothing in common with the timet of the Lagrange
top, which is, remember, identified withx. It is easy to see that the flow on curves
defined by the vector fieldTx = T ′ (a reparametrization of a curve) commutes with the
Heisenberg flow (6.15). Using this fact, we can integrate (6.15) once in order to find

γt = γ ′ × γ ′′ = T × T ′. (6.16)

(The reparametrization flow, once integrated, takes the formγx = γ ′ = T ). Now we
can formulate the following fundamental statement.

Theorem 5 ([Ha,LS]). Let 8 : [0, l] 7→ SU(2) be the frame of an elastic rod, and
γ : [0, l] 7→ su(2) the corresponding curve with the tangent vectorT = γ ′ : [0, l] 7→
su(2). Then the evolution ofγ under the Heisenberg flow(6.16)is a rigid screw–motion,
and the evolution ofT under the Heisenberg flow(6.15)is a rigid rotation. Conversely,
if the evolution ofT is a rigid rotation, thenT can be lifted to a frame8 of an elastic
rod.

The first statement of the theorem follows from (6.14). The left–hand side of (6.14)
can be interpreted as the vector field on curves, corresponding to a linear combination
of the Heisenberg flow and the reparametrization:

Tt + cTx = p × T .

Integrated once, this equation yields a rigid screw motion for the curveγ :

γt + cγx = p × γ + q,

whereq ∈ su(2) is a fixed vector. The converse statement follows from Proposition 6.4.
By the way, this theorem allows to find a Lax representation for the equation (6.14),

and therefore for the Lagrange top, starting from the well-known Lax representation for
the Heisenberg flow.
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Proposition 19. Equation(6.14)is equivalent to the Lax equation

`x(λ) = [`(λ), u(λ)] (6.17)

with the matrices

`(λ) = λ2T + λ(T × Tx + cT ) + p, u(λ) = λT . (6.18)

Proof. Indeed, the Heisenberg flow (6.15) is equivalent to the following matrix equation
(“zero curvature representation”, [FT]):

ut − vx + [v, u] = 0,

whereu, v ∈ su(2)[λ] are the following matrices:

u = λT , v = λ2T + λT × Tx.

Now it is easy to derive that Eq. (6.14), rewritten as

Tt + cTx = [p, T ],
is equivalent to (6.17) with̀ = v + cu + p. ut

Remembering that in the Kirchhoff’s kinetic analogyx is identified with t , T is
identified witha, and recalling the formula (4.16), we recover the Lax representation of
the Lagrange top in the rest frame given in (4.18), (4.19).

Theorem 6.5 is also a departure point for discretizing elastic curves and, therefore, the
Lagrange top [B]. Adiscrete arc–length parametrized curveis a sequenceγ : Z 7→ R

3

with the property|Tk| = 1, whereTk = γk − γk−1. Correspondingly,discrete framed
curvesare the sequences of orthonormal frames8k, such thatTk = 8−1

k e38k
3. As

before, we identifyR3 with su(2), and the space of orthonormal frames withSU(2).
The curveγ can be reconstructed by applying the summation operation to the sequence
T .

A discretization of the Heisenberg flow is well known [Skl,FT], see also [DS] for
geometric interpretation of discrete flow. It reads:

(Tk)t = 2Tk × Tk+1

1 + 〈Tk, Tk+1〉 − 2Tk−1 × Tk

1 + 〈Tk−1, Tk〉 . (6.19)

A commuting flow approximatingTx = T ′ is given by:

(Tk)x = Tk + Tk+1

1 + 〈Tk, Tk+1〉 − Tk−1 + Tk

1 + 〈Tk−1, Tk〉 . (6.20)

Once “integrated”, this gives the flows onγk:

(γk)x = Tk + Tk+1

1 + 〈Tk, Tk+1〉 , (γk)t = 2Tk × Tk+1

1 + 〈Tk, Tk+1〉 . (6.21)

Now we accept the following discrete version of Theorem 6.5 as a definition of
discrete elastic rods.

3 Note that the frames8k , as well as the tangent vectorsTk , are attached to the edges[γk−1, γk] of the
discrete curveγ
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Definition 3. Adiscrete elastic rodis a framed curve for which the evolution ofγk under
a linear combination of flows(γk)t + c(γk)x with somec is a rigid screw–motion, so
that the evolution ofTk under the flow(Tk)t + c(Tk)x is a rigid rotation.

In other words, the sequenceTk satisfies the following second order difference equation:

Tk ×
(

2Tk+1

1 + 〈Tk, Tk+1〉 + 2Tk−1

1 + 〈Tk−1, Tk〉
)

+ c

(
Tk+1 + Tk

1 + 〈Tk, Tk+1〉 − Tk + Tk−1

1 + 〈Tk−1, Tk〉
)

= p × Tk. (6.22)

(This is Eq. (5.16) withε = 1 in new notations). We can immediately find the Lax
representation for the difference equation (6.22).

Proposition 20. Equation(6.22)is equivalent to the Lax equation

`k+1(λ) = u−1
k (λ)`k(λ)uk(λ) (6.23)

with the matrices

`k(λ) = λ2 + cλ

1 + λ2/4
· Tk + Tk−1

1 + 〈Tk, Tk−1〉 + 2λ − cλ2/2

1 + λ2/4
· Tk−1 × Tk

1 + 〈Tk, Tk−1〉 + p, (6.24)

uk(λ) = 1 + λTk. (6.25)

Proof. It is well known (see [FT]) that the flows (6.19), (6.20) allow the following
“discrete zero curvature representations”:

(uk)t = ukv
(1)
k+1 − v

(1)
k uk, (uk)x = ukv

(0)
k+1 − v

(0)
k uk,

respectively, with the matricesuk as in (6.25) and

v
(1)
k = λ2

1 + λ2/4
· Tk + Tk−1

1 + 〈Tk, Tk−1〉 + 2λ

1 + λ2/4
· Tk−1 × Tk

1 + 〈Tk, Tk−1〉 ,

v
(0)
k = λ

1 + λ2/4
· Tk + Tk−1

1 + 〈Tk, Tk−1〉 − λ2/2

1 + λ2/4
· Tk−1 × Tk

1 + 〈Tk, Tk−1〉 .

Now it is easy to see that Eq. (6.22), rewritten as

(Tk)t + c(Tk)x = [p, Tk],
is equivalent touk`k+1 = `kuk with

`k = v
(1)
k + cv

(0)
k + p,

which coincides with (6.24).ut
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To establish a link with the discrete time Lagrange top, recall that the formula (5.17)
in our new notations reads:

mk = 2
Tk−1 × Tk

1 + 〈Tk, Tk−1〉 + c
Tk + Tk−1

1 + 〈Tk, Tk−1〉 ,

which implies also

Tk + 1

2
Tk × mk = Tk + Tk−1

1 + 〈Tk, Tk−1〉 − c

2

Tk−1 × Tk

1 + 〈Tk, Tk−1〉 .

Hence we can write:

(1 + λ2/4) `k = λ2
(
Tk + 1

2
Tk × mk + 1

4
p
)

+ λmk + p,

which coincides with (5.23) up to a nonessential constant factor.
It remains to find a variational problem generating the equations of motion (6.22).

But the calculations of Sect. 5 show that this task is solved by the functional (5.1). This
gives the following alternative definition of discrete elastic rods.

Definition 4. A discrete elastic rodis a discrete framed curve given by a finite sequence
81,...,8N ∈ su(2) delivering an extremum to the functional

N−1∑
k=1

(
− 4α log tr(8−1

k 8k+1) − 2(1 − α) log(1 + 〈Tk, Tk+1〉)
)

−
N∑

k=1

〈p, Tk〉 (6.26)

with someα 6= 0. The admissible variations of the curve preserve81,8N , andγN −γ0 =∑N
k=1 8−1

k e38k.

The equivalence of Definitions 6.7 and 6.9 is the basic new result of this section. It
is a geometric counterpart and a motivation for the considerations of Sect. 5.

We want to close this section by giving discretizations of geometrical notions like
curvature and torsion. Notice that the functional (6.26) naturally splits into two parts,
one independent onα and one proportional toα. Accordingly, we declare

−2
∑

k

log(1 + 〈Tk, Tk+1〉) = 2
∑

k

log

(
1 + 1

4
k2
k

)
+ const (6.27)

as a discretization of the “bending energy”1
2

∫ l

0 k2(x)dx, and

∑
k

(
− 4 log tr(8k+18

−1
k ) + 2 log(1 + 〈Tk, Tk+1〉)

)
= 2

∑
k

log

(
1 + 1

4
τ2
k

)
+ const

(6.28)

as a discretization of the “twist energy”12
∫ l

0 τ2(x)dx. Here we define the “discrete
curvature”kk at the vertexγk by

1 + 1

4
k2
k = 2

1 + 〈Tk, Tk+1〉 ⇐ kk = 2 tan(ϕk/2),
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whereϕk is the angle between the vectorsTk andTk+1. Notice that thekk depends not
on the whole frame, but on the tangent vectorsTk only, so that it makes sense also for
non–framed curves. The “discrete torsion”τk at the vertexγk is defined by

1 + 1

4
τ2
k = 2(1 + 〈Tk, Tk+1〉)

(tr(8k+18
−1
k ))2

⇐ τk = −2

〈
=(8k+18

−1
k )

tr(8k+18
−1
k )

, e3

〉
.

The last formula will be commented on immediately. Let us demonstrate that, in a
complete analogy with the continuous case, the discrete torsion is constant along the
extremals of the functional (6.26). Denoting for a moment

8k+18
−1
k =

(
a b

−b̄ ā

)
∈ SU(2),

we find:

1 + 〈Tk, Tk+1〉 = 1 − 2 tr(8k+18
−1
k e38k8

−1
k+1e3) = 2|a|2,

and also

<(a) = 1

2
tr(8k+18

−1
k ), =(a) = tr(8k+18

−1
k e3) = −1

2
〈=(8k+18

−1
k ), e3〉,

so that

τk = 2
<(a)

=(a)
= −2

〈
=(8k+18

−1
k )

tr(8k+18
−1
k )

, e3

〉
= −2

〈
=(8−1

k 8k+1)

tr(8−1
k 8k+1)

, Tk+1

〉
. (6.29)

Comparing this with (5.12) (remember, we setε = 1 and identifiedak with Tk andwk

with 8−1
k+18k), we see that

τk = c/α,

wherec = 〈mk+1, Tk+1〉 is an integral of motion of the Euler–Lagrange equations (a
Casimir function of thee(3) Lie–Poisson bracket). This corresponds literally to the
continuous case.

Remark 12.The caseα = 0 corresponds todiscrete elastic curvesγ : Z 7→ R
3. The

tangent vectorsT : Z 7→ S2, Tk = γk − γk−1, define a trajectory of thediscrete time
spherical pendulum. Its Lagrange function is obtained, as in the continuous time case,
from the bending energy (6.27), upon introducing the Lagrange multiplierp. Notice that
the Lagrange function of the discrete time spherical pendulum is defined onS2 × S2.

7. Visualisation

After the theory has been developed, it is tempting to look at the spinning of the discrete
time Lagrange top. Fortunately, in the computer era, a discrete time top is even simpler
to simulate than a classical one. Indeed, as it is shown in Theorem 5.2, the Poisson map
(mk, ak) 7→ (mk+1, ak+1) is well defined and can be easily iterated. The vectorsak

having been computed, Proposition 5.4 provides us with the evolution of the framegk,
which describes the rotation of the top completely. So, given(m0, a0), the rotation of the
top is determined uniquely. Due to (5.17) one can take two consecutive positions(a0, a1)
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Fig. 1.Evolution of the axis of the discrete spinning top

of the axis as the initial conditions as well. Figure 1 demonstrates a typical discrete time
precession of the axis. Compare this with the classical continuous time pictures in [KS,
A].

The motion of the discrete time Lagrange top can be viewed using a web-browser.
The Java-applet has been written by Ulrich Heller and can be found on the web page

http://www-sfb288.math.tu-berlin.de/˜bobenko

The applet presents an animated spinning top described by the formulas of the present
paper.

8. Conclusion

We took an opportunity of elaborating an integrable discretization of the Lagrange top to
study in a considerable detail the general theory of discrete time Lagrangian mechanics
on Lie groups. We consider this theory as an important source of symplectic and, more
general, Poisson maps. Moreover, from some points of view the variational (Lagrangian)
structure is even more fundamental and important than the Poisson (Hamiltonian) one
(cf. [HMR,MPS], where a similar viewpoint is represented). In particular, discrete La-
grangians onG × G may serve as models for general (not necessarily integrable) cases
of the rigid body motion (cf. [WM]).

It is somewhat astonishing that this construction is able to produceintegrablediscrete
time systems, since integrability is not built in ita priori. Nevertheless, we extend the
Moser–Veselov list [V,MV] of integrable discrete time Lagrangian systems with a new
item, namely, an integrable discrete time Lagrange top. It seems that this list may be
further continued.

In finding this new discrete time mechanical system an analogy with some differential-
geometric notions was very instructive. Also these interrelations between integrable
differential geometry and integrable mechanics, both continuous and discrete, deserve
to be studied further.

Let us mention also some more concrete problems connected with this work. First of
all, the discrete time Lax representations found here call for being understood both from
ther-matrix point of view [RSTS,S] and from the point of view of matrix factorizations
[MV] (unfortunately, these two schemes, being in principle closely related, still could
not be merged into a unified one). Futher, the discrete time dynamics should be integrated
in terms of elliptic functions. The methods of the finite–gap theory will be useful here
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[RM]. Finally, it would be important to elaborate a variational interpretation of different
integrable discretizations of the Euler top found in [BLS].

Note added in proof.Some of the problems mentioned in the Conclusion are now solved.
Ther-matrix interpretation of the Lax matrix̀k(λ) in (5.23) is as follows: the matrices

λ−1`(λ)

1 + ε2λ2/4
= λ−1p + m

1 + ε2λ2/4
+

λ
(
a + ε

2
[a, m]

)
1 + ε2λ2/4

form an orbit of the linearr-matrix bracket in the loop algebrasu(2)[λ, λ−1] corre-
sponding to the following standardR-operator:

R
(
u(λ)

)
= strictly positive part of u(λ) − nonpositive part ofu(λ).

Notice that byε → 0 it turns into another orbit, consisting of the Lax matrices of the
continuous time Lagrange top (4.19),

λ−1`(λ) = λ−1p + m + λa.

The Lax representation (5.22) of the discrete time Lagrange top may be cast also in the
form

(1 + ελak+1)
(
1 + ελ−1p + ε(mk+1 − εak+1p)

)
=

(
1 + ελ−1p + ε(mk − εakp)

)
(1 + ελak),

which is typical for the approach of [MV]. However, unlike the situation in [MV], the
corresponding matrix factorization problem in the loop groupSU(2)[λ, λ−1], connected
with the aboveR-operator, has a unique solution, which explains why our discrete top
is described by a genuine map and not by a correspondence.

A. Notations

We fix here some notations and definitions used throughout the paper.
Let G be a Lie group with the Lie algebrag, and letg∗ be a dual vector space tog.

We identifyg andg∗ with the tangent space and the cotangent space toG in the group
unity, respectively:

g = TeG, g∗ = T ∗
e G.

The pairing between the cotangent and the tangent spacesT ∗
g G andTgG in an arbitrary

pointg ∈ G is denoted by〈·, ·〉. The left and right translations in the group are the maps
Lg , Rg : G 7→ G defined by

Lg h = gh, Rg h = hg ∀h ∈ G,

andLg∗ , Rg∗ stand for the differentials of these maps:

Lg∗ : ThG 7→ TghG, Rg∗ : ThG 7→ ThgG.

We denote by

Ad g = Lg∗Rg−1∗ : g 7→ g
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the adjoint action of the Lie groupG on its Lie algebrag = TeG. The linear operators

L∗
g : T ∗

ghG 7→ T ∗
h G, R∗

g : T ∗
hgG 7→ T ∗

h G

are conjugated toLg∗ , Rg∗ , respectively, via the pairing〈·, ·〉:
〈L∗

gξ, η〉 = 〈ξ, Lg∗η〉 for ξ ∈ T ∗
ghG , η ∈ ThG,

〈R∗
gξ, η〉 = 〈ξ, Rg∗η〉 for ξ ∈ T ∗

hgG , η ∈ ThG.

The coadjoint action of the group

Ad∗ g = L∗
gR

∗
g−1 : g∗ 7→ g∗

is conjugated to Adg via the pairing〈·, ·〉:
〈Ad∗ g · ξ, η〉 = 〈ξ, Ad g · η〉 for ξ ∈ g∗ , η ∈ g.

The differentials of Adg and of Ad∗ g with respect tog in the group unitye are the
operators

adη : g 7→ g and ad∗ η : g∗ 7→ g∗,

respectively, also conjugated via the pairing〈·, ·〉:
〈ad∗ η · ξ, ζ 〉 = 〈ξ, adη · ζ 〉 ∀ξ ∈ g∗ , ζ ∈ g.

The action of ad is given by applying the Lie bracket ing:

adη · ζ = [η, ζ ], ∀ζ ∈ g.

Finally, we shall need the notion of gradients of functions on vector spaces and on
manifolds. IfX is a vector space, andf : X 7→ R is a smooth function, then the gradient
∇f : X 7→ X ∗ is defined via the formula

〈∇f (x), y〉 = d

dε
f (x + εy)

∣∣∣∣
ε=0

, ∀y ∈ X .

Similarly, for a functionf : G 7→ R on a smooth manifoldG its gradient∇f : G 7→
T ∗G is defined in the following way: for an arbitrarẏg ∈ TgG let g(ε) be a curve inG
throughg(0) = g with the tangent vectoṙg(0) = ġ. Then

〈∇f (g), ġ〉 = d

dε
f (g(ε))

∣∣∣∣
ε=0

.

If G is a Lie group, then two convenient ways to define a curve inG throughg with the
tangent vectoṙg are the following:

g(ε) = eεηg, η = Rg−1∗ ġ,

and

g(ε) = geεη, η = Lg−1∗ ġ,
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which allows to establish the connection of the gradient∇f with the (somewhat more
convenient) notions of the left and the right Lie derivatives of a functionf : G 7→ R:

∇f (g) = R∗
g−1 df (g) = L∗

g−1 d ′f (g).

Heredf : G 7→ g∗ andd ′f : G 7→ g∗ are defined via the formulas

〈df (g), η〉 = d

dε
f (eεηg)

∣∣∣∣
ε=0

, ∀η ∈ g,

〈d ′f (g), η〉 = d

dε
f (geεη)

∣∣∣∣
ε=0

, ∀η ∈ g.

B. Lagrangian Equations of Motion

Continuous time Discrete time

General Lagrangian systems

L(g, ġ) L(gk, gk+1) 5 = ∇ġL

5̇ = ∇gL

 5k = −∇1L(gk, gk+1)

5k+1 = ∇2L(gk, gk+1)

Left trivialization: M = L∗
g5

L(g, ġ) = L (l)(g, �) L(gk, gk+1) = L
(l)(gk, Wk)

� = Lg−1∗ġ Wk = g−1
k

gk+1

M = L∗
g5 = ∇�L (l) Mk = L∗

gk
5k = d ′

W
L

(l)(gk−1, Wk−1) Ṁ = ad∗ � · M + d ′
gL (l)

ġ = Lg∗�

 Ad∗ W−1
k

· Mk+1 = Mk + d ′
gL

(l)(gk, Wk)

gk+1 = gkWk

Left trivialization, left symmetry reduction:M = L∗
g5 , P = Ad g−1 · ζ

L(g, ġ) = L(l)(P , �) L(gk, gk+1) = 3(l)(Pk, Wk)

� = Lg−1∗ġ , P = Ad g−1 · ζ Wk = g−1
k

gk+1 , Pk = Ad g−1
k

· ζ

M = L∗
g5 = ∇�L(l) Mk = L∗

gk
5k = d ′

W
3(l)(Pk−1, Wk−1) Ṁ = ad∗ � · M + ad∗ P · ∇P L(l)

Ṗ = [P, �]

 Ad∗ W−1
k

· Mk+1 = Mk + ad∗Pk · ∇P 3(l)(Pk, Wk)

Pk+1 = Ad W−1
k

· Pk

Right trivialization: m = R∗
g5

L(g, ġ) = L (r)(g, ω) L(gk, gk+1) = L
(r)(gk, wk)

ω = Rg−1∗ġ wk = gk+1g−1
k

m = R∗
g5 = ∇ωL (r) mk = R∗

gk
5k = dwL

(r)(gk−1, wk−1) ṁ = −ad∗ ω · m + dgL (r)

ġ = Rg∗ω

 Ad∗ wk · mk+1 = mk + dgL
(r)(gk, wk)

gk+1 = wkgk
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Continuous time Discrete time

Right trivialization, right symmetry reduction:m = R∗
g5 , a = Ad g · ζ

L(g, ġ) = L(r)(a, ω) L(gk, gk+1) = 3(r)(ak, wk)

ω = Rg−1∗ġ , a = Ad g · ζ wk = gk+1g−1
k

, ak = Ad gk · ζ

m = R∗
g5 = ∇ωL(r) mk = R∗

gk
5k = dw3(r)(ak−1, wk−1) ṁ = −ad∗ ω · m − ad∗ a · ∇aL(r)

ȧ = [ω, a]

 Ad∗ wk · mk+1 = mk − ad∗ak · ∇a3(r)(ak, wk)

ak+1 = Ad wk · ak

The relation between the continuous time and the discrete time equations is established,
if we set

gk = g, gk+1 = g + εġ + O(ε2), L(gk, gk+1) = εL(g, ġ) + O(ε2);
Pk = P, Wk = 1 + ε� + O(ε2), 3(l)(Pk, Wk) = εL(l)(P , �) + O(ε2);
ak = a, wk = 1 + εω + O(ε2), 3(r)(ak, wk) = εL(r)(a, ω) + O(ε2).

C. On SU(2) and su(2)

The Lie groupG = SU(2) consists of complex 2×2 matricesg satisfying the condition
gg∗ = g∗g = 1, where1 is the group unit, i.e. the 2× 2 unit matrix, and∗ denotes the
Hermitian conjugation, i.e.g∗ = ḡT . In components:

g =
(

α β

−β̄ ᾱ

)
=

(
a + ib c + id

−c + id a − ib

)
, (C.1)

where

α = a + ib , β = c + id ∈ C,

and

|α|2 + |β|2 = a2 + b2 + c2 + d2 = 1. (C.2)

The tangent spaceTeSU(2) is the Lie algebrag = su(2) consisting of complex 2× 2
matricesη such thatη + η∗ = 0. In components,

η =
(

ib c + id

−c + id −ib

)
. (C.3)

The Lie bracket insu(2) is the usual matrix commutator.
Let us introduce the following notations: for an arbitrary matrixg of the form (C.1),

not necessary belonging toSU(2), set

<(g) =
(

a 0
0 a

)
, =(g) =

(
ib c + id

−c + id −ib

)
,

so that<(g) is a scalar real matrix, and=(g) ∈ su(2).
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As it is always the case for matrix groups, we have forg ∈ SU(2), η ∈ su(2):

Lg∗η = gη, Rg∗η = ηg, Ad g · η = gηg−1. (C.4)

If we write (C.3) as

η = 1

2

( −iη3 −η2 − iη1
η2 − iη1 iη3

)
, (C.5)

and put this matrix in a correspondence with the vector

η = (η1, η2, η3)
T ∈ R

3,

then it is easy to verify that this correspondence is an isomorphism betweensu(2) and

the Lie algebra
(
R

3, ×
)
, where× stands for the vector product. This allows not to

distinguish between vectors fromR3 and matrices fromsu(2). In other words, we use
the following basis of the linear spacesu(2):

e1 = 1

2

(
0 −i

−i 0

)
= 1

2i
σ1, e2 = 1

2

(
0 −1
1 0

)
= 1

2i
σ2,

e3 = 1

2

(−i 0
0 i

)
= 1

2i
σ3, (C.6)

whereσj are the Pauli matrices.
We supplysu(2) with the scalar product〈·, ·〉 induced fromR

3. It is easy to see that
in the matrix form it may be represented as

〈η, ζ 〉 = −2 tr(ηζ ) = 2 tr(ηζ ∗). (C.7)

This scalar product allows us to identify the dual spacesu(2)∗ with su(2) itself, so that
the coadjoint action of the algebra becomes the usual Lie bracket with minus:

ad∗ η · ξ = [ξ, η] = −adη · ξ. (C.8)

We use a formula similar to (C.7) to define a scalar product of two arbitrary complex
2 × 2 matrices:

〈g1, g2〉 = 2 tr(g1g
∗
2). (C.9)

(In particular, the square of the norm of every matrixg ∈ SU(2) is equal to 4). The
formula (C.9) gives us a left– and right–invariant scalar product in all tangent spacesTgG.
Indeed, to see, for instance, the left invariance, letgη, gζ ∈ TgSU(2) (hereg ∈ SU(2),
η, ζ ∈ su(2)). Then

〈gη, gζ 〉 = 2 tr(gηζ ∗g∗) = 2 tr(ηζ ∗) = 〈η, ζ 〉.
This scalar product allows to identify the cotangent spacesT ∗

g G with the tangent spaces
TgG. It follows easily that:

L∗
gξ = g−1ξ, R∗

gξ = ξg−1, Ad∗ g · ξ = g−1ξg (C.10)

(in these formulasg ∈ SU(2), so thatg−1 = g∗).
Let us now formulate several simple properties ofSU(2) andsu(2) which will be

used later on.
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Lemma 2. For an arbitraryg ∈ SU(2):

g = cos(θ) 1 + sin(θ) ζ with ζ ∈ su(2), 〈ζ, ζ 〉 = 4. (C.11)

The adjoint action ofSU(2) on su(2) has in these notations the following geometrical
interpretation:gηg−1 is a rotation of the vectorη around the vectorζ by the angle2θ .

This interpretation makesSU(2) very convenient for describing rotations inR
3 (in

some respects more convenient than the standard use ofSO(3) in this context). Since
by rotations only the vectors on the rotation axis remain fixed, we see that for the case
G = SU(2)

G[ζ ] = G(ζ).

In a different way, the previous lemma may be formulated as follows.

Lemma 3. For g ∈ SU(2), if

2
=(g)

tr(g)
= ξ, (C.12)

then

g = tr(g)

2
(1 + ξ), tr(g) = 2√

1 + 〈ξ, ξ〉/4
. (C.13)

We have also the following simple connection between the matrix multiplication and
the commutator insu(2) .

Lemma 4. For η, ζ ∈ su(2) their matrix product has the form(C.1), and

ηζ = −1

4
〈η, ζ 〉1 + 1

2
[η, ζ ]. (C.14)

In particular, the following corollary is important:

〈η, ζ 〉 = 0 ⇒ ηζ = −ζη. (C.15)
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